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ABSTRACT

Deep neural networks have been proven to be very effective in
various classification problems and show great promise for emotion
recognition from speech. Studies have proposed various architec-
tures that further improve the performance of emotion recognition
systems. However, there are still various open questions regarding
the best approach to building a speech emotion recognition system.
Would the system’s performance improve if we have more labeled
data? How much do we benefit from data augmentation? What ac-
tivation and regularization schemes are more beneficial? How does
the depth of the network affect the performance? We are collecting
the MSP-Podcast corpus, a large dataset with over 30 hours of data,
which provides an ideal resource to address these questions. This
study explores various dense architectures to predict arousal, valence
and dominance scores. We investigate varying the training set size,
width, and depth of the network, as well as the activation functions
used during training. We also study the effect of data augmentation
on the network’s performance. We find that bigger training set im-
proves the performance. Batch normalization is crucial to achieving
a good performance for deeper networks. We do not observe signif-
icant differences in the performance in residual networks compared
to dense networks.

Index Terms— Speech emotion recognition, Deep Neural Net-
works.

1. INTRODUCTION

Speech emotion recognition has greatly benefited from advance-
ments made in deep neural networks (DNNs) [1-4]. However,
unlike successful classification problems that have used DNNs,
such as image recognition, the lack of large naturalistic emotional
databases has prevented the effective use of novel algorithms to train
DNNs. Current DNN solutions for emotion speech recognition rely
on standard activation functions for networks which are generally
trained with less than four layers [3, 5].

A key limitation of current databases is the size of the corpus
[6,7]. Would the performance of the system improve if we have
more labeled data? The intuition suggests that increasing the train-
ing set should increase the performance. However, it is not clear the
value of additional data, as the classification performance may satu-
rate. How much do we benefit from data augmentation? While data
augmentation has played an important role in other fields, few stud-
ies have used it for speech emotion recognition [8,9]. How does the
depth of the network affect the performance? Current DNN solutions
considers few layers. Many of the advances in DNNs in terms of reg-
ularization (e.g., batch normalization), activations (e.g., exponential
linear unit (ELU)) and structures (e.g., deep residual network (Rest-
Net)) are specially effective on deeper networks. What activation
and regularization schemes are more beneficial for speech emotion
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recognition? These questions cannot be addressed with current emo-
tional corpora, which are limited in size, naturalness and diversity.

We are collecting the MSP-Podcast corpus [7], a large sponta-
neous speech emotional database, which currently has over 30 hours
of recordings. The size, diversity and naturalness of the corpus
provides an ideal resource to study the aforementioned questions.
This study explores practices in training DNN that work well in
speech emotion recognition (prediction of arousal, valence and dom-
inance). We evaluate the benefits gained when training with more
data, changing the number of layers, and nodes of a fully-connected
network. We evaluate whether deeper networks with more capac-
ity are able to exploit the benefits of training with more data. We
consider the value of using speed perturbation to augment available
labeled data. Finally, we evaluate the use of batch normalization,
alternative activation functions such as ELU, and novel architectures
such as RestNet.

The experimental evaluation shows that increasing the train-
ing data is the most effective way to increase performance. As
we increase the training set, we observe a positive trend that does
not saturate, which validates our effort to increase the size of the
MSP-Podcast corpus. The evaluation also shows that normalization
between layers is crucial for deep networks to prevent degradation
of performance when more layers are added. Contrary to our expec-
tations, we do not observe better performance for ELU and RestNet
compared to conventional fully connected networks trained with
rectified linear units (ReLUs). The differences in prediction perfor-
mance are not statistically difference, even when we train deeper
structures. Also, we do not observe performance improvements
when using data augmentation. As more resources for speech emo-
tion recognition become available, the analysis in this study provides
useful guidelines to build robust speech emotional recognizers.

2. RELATED WORK

Emotion recognition from speech is a growing research field. While
new databases are being recorded, the amount of labeled data is rel-
atively small compared to other fields that rely on thousands or mil-
lions of hours of labeled data. This lack of data caused the models
trained for this task to be simpler and heavily regularized to avoid
overfitting.

Data augmentation has been used to reduce overfitting on train-
ing data and improve the robustness of the trained models. Ko
et al. [10] considered Vocal Tract Length Perturbation (VTLP),
tempo perturbation and speed perturbation for audio augmentation
in speech recognition. They showed that speed perturbation pro-
vided better performance improvement. Aldeneh and Provost [9]
showed that speed perturbation augmentation gives significant im-
provement over no augmentation for speech emotion recognition
using convolutional neural networks (CNN). Keren et al. [8] showed
that replacing original examples with shorter overlapped examples
also resulted in a performance boost in CNN.
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Another important aspect of DNN is the activation function. A
common approach is ReLU, where the activation function is the
identity for positive values and zero for negative values. It has be-
come a popular choice due to its sparseness and having a derivate of
1 for positive values. These properties lead to faster training and con-
vergence compared to sigmoid and tanh activation functions. How-
ever, ReLU units are non negative, so they have a positive mean acti-
vation. This issue introduces a bias shift that has to be compensated
for in the following layers. To address this problem, new activation
functions have been introduced [11-14]. In this study, we consider
ELU [14] that introduces saturated negative values. the function is
defined as follows

T ifz>0
f@) = {a(ea:p(a:) —-1) ifz<0 M

The authors mentioned that ELU units are most effective for
networks of five or more layers. ReLU has been used extensively
in speech emotion recognition [15-18]. We are not aware of any
work using ELU for speech emotion recognition, since most of the
networks in speech emotion recognition have between two and four
layers. This study evaluates the benefits of ELU as we add more
layers.

DNN:ss are difficult to train. As the network gets deeper, we no-
tice performance degradation. To address this problem, several ap-
proaches have been proposed. loffe and Szegedy [19] introduced
batch normalization (BN) that normalizes the output of each layer,
leading to better gradient flow, faster training and lower sensitivity to
the initialization of the parameters. In practice, batch normalization
does not always lead to improvements. It seems to depend on the
classification problem. Recently, more speech emotion recognition
studies have used batch normalization [8,20]. This study evaluates
whether batch normalization is beneficial for speech emotion recog-
nition, especially for deeper networks.

An appealing architecture for DNN with multiple layers is to
use residual network. He et al. [21] proposed residual block which
is made of a few dense layers with a skip connection. The skip con-
nection passes the input of the block directly to the output of the last
dense layer in the block. The skip connection allows the optimal
representation learned at one layer to be maintained by the deeper
layers. The authors showed that residual networks can achieve state
of the art performance in image recognition and train even deeper
networks. We are not aware of speech emotion recognition using
residual networks. We consider residual networks to determine if
our problem benefits from the residual network structure as we add
more layers.

The closest study to our work is the work of Fayek et al. [22],
which evaluated regularization and data augmentation for deep re-
current networks. Our study also explore the depth of the networks,
activation functions, normalization and data augmentation. A main
difference is that our study focuses on segment-based prediction in-
stead of frame-based prediction, since frame-based formulation nor-
mally requires frame-level annotations that are usually absent from
the majority of the speech emotion recognition corpora.

3. DATABASE AND ACOUSTIC FEATURES
3.1. The MSP-Podcast Corpus

The MSP-Podcast corpus is a collection of publicly available pod-
casts with creative commons license [7]. The database includes
spontaneous interactions about various topics such as debates, movie
discussion and sport shows, recorded by hundreds of speakers under
different conditions. Each audio recording is segmented into several
utterances of duration ranging from 2.75 to 11 seconds. For quality
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Fig. 1. Average CCC for networks trained with batch normalization
(BN) and networks trained without batch normalization.

control, segments containing music, multiple overlapping speakers
or having low signal to noise ratio are discarded. The utterances are
annotated on Amazon mechanical turk (AMT) using a crowdsourc-
ing protocol inspired by the study of Burmania et al. [23]. The ut-
terances are annotated for both categorical emotions and continuous
emotional dimensions. Emotional dimensions are annotated using
seven likert scales for arousal, valence and dominance. Each utter-
ance is annotated by at least five evaluators. The emotional dimen-
sion labels are assigned as the average of the available annotations.
The collection of this corpus is an ongoing effort. This study uses
the version 1.0 of the corpus, which consists of 20,045 labeled utter-
ances, focusing on the continuous emotional dimensions (34 hrs, 15
min). The test set has 6,069 segments from 50 speakers (25 males, 25
females), the development set has 2,226 segments from 15 speakers
(10 males, 5 females) and the training set has the remaining 11,750
segments. This partition attempts to create speaker independent sets
for the evaluations.

3.2. Acoustic Features

We use the feature set proposed for the INTERSPEECH 2013 Com-
putational Paralinguistics Challenge (ComParE) [24]. This set con-
sists of 65 low-level descriptors (LLD) extracted from speech, in-
cluding prosodic, spectral, energy and voice quality features. High
level statistical functions are then applied to generate 6,373 segment
level high-level descriptors (HLD) features. The acoustic features
are extracted using OpenSMILE [25].

We normalize the features to have zero mean and a standard de-
viation of one. The mean and the variance of the data is calculated
using 95% of the data to avoid outliers skewing the values. After
normalization, we set values of any sample greater than 10 times the
standard deviation to zero to reduce the effect of noisy outliers.

4. EXPERIMENTAL FRAMEWORK AND RESULTS

All experiments use Keras with TensorFlow backend, using GPU
with Adam optimizer [26]. We train a separate model for each emo-
tional dimension (arousal, valence, dominance). We train the models
to maximize the concordance correlation coefficient (CCC) between
the continuous emotional label of the segment (x) and its estimate
(y). The CCC is defined as:
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Fig. 2. Average CCC for networks trained with ELU and ReLU.
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where p, and i, are the means of z and y, o2 and Uf, are the vari-
ances of z and y, and p is the Pearson correlation between x and
Y.

All the networks take an input vector of size 6,373 and output
a scalar value. For all the networks, we set the batch size to 256.
The learning rate is set to le-3 for the first 100 epochs, and then
linearly annealed till it reaches zero. Dropout layers are introduced
at the input with rate of 20%, between layers with rate of 50%, and
maxnorm of four as a weight constraint. We train each network four
times with a different seed to account for different initializations.

We train the networks with different number of layers (2, 6, 12,
20), number of nodes per layer (256, 1024), and number of training
samples (1,000, 5,500, 11,750) to have a better understanding of the
effects introduced by the implementation options.

4.1. Batch Normalization

We consider the difference in the performance of the network with
and without batch normalization. Batch normalization layer is added
before the input of each layer.

Figure 1(a) shows the average CCC for networks trained with
and without batch normalization for each emotion dimension. Each
bar is the average CCC of 96 trials (4 initializations x 4 layers x
3 train size x 2 nodes= 96), the asterisk indicates statistical sig-
nificance, (p-value < 0.01 under matched pair t-test). We can see
that for all emotion dimensions batch normalization is essential to
achieve good performance. Figure 1(b) shows that without batch
normalization, the networks performance degraded as more layers
are added, failing to train when we use 20 layers. However, with
batch normalization, the network performance is more consistent
across different number of layers. We have included batch normal-
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Fig. 3. Average CCC for dense networks compared to residual net-
works.

ization in all network variations that are considered in the remaining
experiments.

4.2. Activation functions (ReLU vs ELU)

Figure 2(a) shows the average CCC achieved when we use either
ReLU or ELU. On average, we do not observe statistical differences
when using ELU or ReLU. Figure 2(b) shows that for deeper layers,
on average, ELU provides slightly better performance. The differ-
ence is more prominent when the training set size is small (Figure
2(c)). The rest of the evaluations are implemented with ELU.

4.3. Architecture Comparison (Dense vs Residual Networks)
We compare fully connected networks with residual networks. We
use a residual block comprised of 2 layers. We use projection short-
cut for the first residual block due to the difference in feature map
size. We use full pre-activation component ordering as proposed by
Kaiming et al. [27].

Figure 3(a) shows the average CCC for dense networks com-
pared to residual networks. We do not observe any statistical differ-
ence between both network structures. While both network struc-
tures have the same pearson correlation coefficient, residual net-
works tend to have a higher mean square error. This explains why
dense networks have a slightly higher concordance correlation. Fig-
ure 3(b) shows that for a 20 layer network, on average, residual
networks performs significantly worse. This drop in performance
is noticed only when the training set size is small. The average
CCC performance across emotional dimensions for a 20 layer net-
work trained with 1,000 samples is 0.46 for dense networks, and 0.13
for residual networks. For dense networks, we observe an average
concordance correlation coefficient that is consistent across different
number of layers.

4.4. Training Set Size

To investigate how the training size affects the network’s perfor-
mance, we train the networks with 1,000, 5,500, 9,000, and 11,750
samples. As a reference, we also train a support vector regression
(SVR) with RBF kernel. We set the parameters optimizing perfor-
mance on the validation set (C' = 10, ¢ = 0.01).

Figure 4 shows the average CCC achieved by dense networks
with varying depth as the training set size increases for each emotion
dimension. We consistently observe lower performance for SVR.
For arousal and dominance, we notice that when the training set is
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Fig. 4. Average CCC achieved by dense networks with varying depth
as training set size increases.

small the 20-layer network performs worse than the conventional
2-layer network. However, as the training set size increases, the
performance gap between the networks diminishes. We expect the
deep network to outperform the shallow network when more training
data becomes available. Since valence estimation is a harder prob-
lem [28], we notice that deeper networks outperform the conven-
tional 2-layer network. It is also important to note that for valence,
the 2-layer network performance has started to saturate around 9,000
training examples. This trend is not observed in deeper networks
which have more capacity.

It is clear that the networks benefit when we add more training
data. This is reflected in the increase of the average concordance cor-
relation coefficient achieved by the networks across all emotion di-
mensions. The network’s performance gain diminishes as the train-
ing set size increases. However, the positive trend is consistent. We
do not see evidence of saturation, which suggest that increasing the
MSP-Podcast will lead to better models for speech emotion recogni-
tion. At some point, we expect the performance to saturate, as shown
in other tasks such as audio event detection [29].

4.5. Data Augmentation

Figure 5 shows the average CCC for dense networks trained with and
without speed perturbed data augmentation for each of the emotion
dimensions. While, on average, we do not observe improvements
when training with data augmentation for all network depths, we no-
tice that data augmentation provides a small benefit for very deep
layers when the training set size is small. The average CCC perfor-
mance across emotional dimensions for a 20 layer network trained
with 1,000 samples is 0.48 with augmentation, and 0.46 without aug-
mentation.

5. CONCLUSIONS

The collection of large emotional speech databases such as the MSP-
Podcast corpus are opening new research opportunities to explore
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Fig. 5. Average CCC for dense networks trained with and without
data augmentation.

better strategies to train DNNs for emotion recognition. This study
explored the performance of regression models for arousal, valence
and dominance as a function of the number of layers, and the size
of the training set. The study also evaluated the use of alternative
activation functions, batch normalization and residual networks. We
observed that the most effective approach to improve performance is
to increase the size of the training set. The study showed that batch
normalization between layers is needed, especially as we increase
the number of layers. With the current size of the MSP-Podcast
(34h,15m), deeper networks were not able to capture the intricacy
of the data to outperform simpler networks. Data augmentation is a
viable option when the training size is limited. However, its bene-
fit was not observed as we increase the size of the training set. We
did not observe improvements using residual networks over conven-
tional fully connected networks, or ELU over ReL.U.

The data collection of the MSP-Podcast corpus is an ongoing
effort. As the training set increases, it will be interesting to evalu-
ate whether the patterns observed in this study are still consistent.
We expect to observe better performance with more data. We are
particularly interested in observing saturation of performance, and
whether DNN with more capacity can raise the performance level.
We will consider more robust normalization techniques such as layer
or weight normalization. We will also study other data augmentation
techniques, such as using synthetic data generated with generative
adversarial networks (DNNs). Another open question is to evaluate
the benefits of end-to-end networks, where the acoustic features are
learned by the network.
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