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Abstract
A key element in affective computing is to have large

corpora of genuine emotional samples collected during natu-
ral conversations. Recording natural interactions through tele-
phone is an appealing approach to build emotional databases.
However, collecting real conversational data with expressive re-
actions is a challenging task, especially if the recordings are to
be shared with the community (e.g., privacy concerns). This
study explores a novel approach consisting in retrieving emo-
tional reactions from existing spontaneous speech databases
collected for general speech processing problems. Although
most of the recordings in these databases are expected to have
non-emotional expressions, given the naturalness of the inter-
actions, the flow of the conversation can lead to emotional re-
sponses from conversation partners which we aim to retrieve.
We use the IEMOCAP and SEMAINE databases to build emo-
tion detector systems. We use these classifiers to identify emo-
tional behaviors from the FISHER database, which is a large
conversational speech corpus recorded over the phone. Sub-
jective evaluations over the retrieved samples demonstrate the
potential of the proposed scheme to build naturalistic emotional
speech database.

Index Terms: emotion recognition, expressive speech, infor-
mation retrieval, emotional databases

1. Introduction
Collecting naturalistic emotional database for affect analysis is
a challenging task, especially if the scope is to capture subtle
emotions characterizing real-life behaviors. Ethical and legal
issues constrain the available approaches to collect real emo-
tion expressions. Hence, relying on actors reading sentences in
specific emotion became one of the early approaches to record
emotional speech corpora [1–3]. However, this method often
results in exaggerated expressions, which can not characterize
subtle behaviors [4]. Given the differences between sponta-
neous and read speech, this approach does not represent nat-
ural conversational speech. Simulating a conversation between
two or more speakers can help to elicit more conversational-
like speech. Variations of this technique include using scripts or
hypothetical situations (IEMOCAP database [5]), performing a
collaborative task (Recola database [6]) or eliciting emotions
with the sensitive artificial listener (SAL) technique, in which
a conversation partner plays the role of an agent with a given
personality (SEMAINE database [7, 8]). All these methods in-
crease the cost and complexity of the recording. Therefore, it
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became popular the use of data recorded in uncontrolled set-
ting during natural conversations. Examples of these databases
include conversational speech recorded in call centers [9, 10],
interaction of kids with robots (FAU-AIBO database [11]), TV
talk-shows (VAM database [12]) and interviews/video blogs
[13–15].

This study explores a novel approach to collect naturalistic
emotional databases. Given the large body of effort in collecting
conversational speech for automatic speech recognition (ASR)
and speaker identification (SID), we propose to use an speech
emotion detection system to retrieve emotional behaviors from
these databases. Although these corpora were expected to cap-
ture nonemotional speech, the flow of the conversation during
natural interaction between speakers likely elicited emotional
responses full of frustration, excitement, sadness and anger,
among other emotions. Therefore, retrieving emotional behav-
iors using emotional speech detectors represents a feasible, at-
tractive and cost-efficient solution.

We use the IEMOCAP [5] and SEMANE [8] databases as
the two large emotion recognition corpora to build the emo-
tion detector system using acoustic features. Then, we retrieve
emotional behaviors from the Fisher English database Phase 1
which contains over 5000 phone conversation [16]. The Fisher
corpus was recorded for speech recognition purposes. We emo-
tionally evaluate the expressive behaviors retrieved from this
corpus. The subjective evaluations show the benefits of the
proposed method, which achieves high precision rates in emo-
tion detection. This method can help building large naturalistic
emotional speech corpora without expending resources in data
recording

2. Databases
The study considers three databases. We use two of them to
train emotional speech detectors, and the remaining one to re-
trieve expressive behaviors. This section describes the corpora.

2.1. The IEMOCAP database [5]

The interactive emotional dyadic motion capture (IEMOCAP)
database [5] was collected at the University of Southern Cali-
fornia (USC) to study expressive human behaviors. Ten trained
actors were recorded in five dyadic sessions. The emotions
were elicited with scripts and spontaneous improvisations to
evoke sadness, happiness, anger and frustration. Other emo-
tions were also elicited as dictated by the course of the conver-
sation between the actors. Although the database is collected
from actors, the elicitation techniques rooted in well-established
theories and methods of theater provide emotional manifesta-
tions closer to natural iterations [17]. The corpus contains ap-
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proximately twelve hours of data, which was manually seg-
mented, transcribed and emotionally annotated with categorical
and attribute-based labels at the turn level. The phonetic tran-
scription is estimated with forced alignment (phone and word
level). Each turn is annotated by three evaluators. This study
considers turns in which three independent evaluators reached
majority vote agreement. Turns with overlapped speech were
excluded from the experiments. Since we aim to detect the
emotional samples, the emotional categories are grouped into a
single group resulting in 4375 emotional and 1121 neutral sam-
ples (5496 in total). Further information about the database is
provided in Busso et al. [5].

2.2. The SEMAINE Database [8]

The study also uses the sustained emotionally coloured
machine-human interaction using nonverbal expression (SE-
MAINE) database [8]. The corpus provides audiovisual record-
ings of natural interaction between a user and an operator using
the sensitive artificial listener (SAL) framework [7]. In SAL,
a person, or a virtual agent, interacts with the user using a pre-
defined personality, aiming to elicit emotional reactions. This
study only considers the interactions in which the operator was
played by another human (solid SAL). This set includes 128
conversation sessions recorded from 18 unique speakers. Emo-
tion evaluations are available for 83 of these sessions. The la-
bels include time-continuous attribute evaluations using Feel-
trace [18]. The number of evaluators varies across sessions
from 2 to 8, who annotated arousal, valence, expectation and
power, among other emotional descriptors. This study only uses
arousal and valence which are the most prominent emotional at-
tributes.

The sessions are segmented into speaking turns. We aggre-
gate the results of the annotation by averaging the scores pro-
vided by the raters. Then, the average continuous ratings along
the duration of each turn is assigned as a sentence level score
(average across time and annotators). Therefore, each turn is
represented by a pair of valence-arousal values between -1 and
+1. To retrieve emotional behaviors, this study explores detec-
tors, in which binary classifiers are trained to distinguish be-
tween neutral and emotional sentences. To set the binary labels
to train the classifiers, we use the approach proposed in our pre-
vious studies [13, 19]. We define two circles centered at the
origin of the valence-arousal coordinate system. The inner cir-
cle has radius equal to 0.3. All the samples included within
this circle are considered as neutral (1215 samples). Notice that
Feeltrace explicitly asks the raters to set the mouse cursor at the
origin for neutral sentences [18]. The second circle has a radius
equal to 0.4. All the turns with average scores lying outside this
circle are considered as emotional turns (532 samples).

2.3. Fisher English Database [16]

The Fisher English Training Speech Part 1 Speech database
is a conversational telephone speech corpus of American En-
glish [16]. This database was created by the linguistic data
consortium (LDC) to develop robust automatic speech recog-
nition (ASR) systems for conversational speech. We used this
corpus to retrieve unsolicited emotional behaviors elicited dur-
ing natural spontaneous interactions. During the Fisher data
collection a robot randomly placed calls to two participants and
asked them to conduct a conversation about an assigned topic.
This study uses the phase 1 of the Fisher corpus, which includes
over 5000 telephone conversations on 40 topics. Each conver-
sation lasts up to 10 minutes. The conversations are segmented

Table 1: Number of sentences retrieved under different settings.
Due to overlapped sets, there are only 536 distinct sentences.

Set # Turns Corpus (Training) Training Data

Emotional Sets

top 100 IEMOCAP Balanced
top 100 IEMOCAP Unbalanced
top 100 SEMAINE Balanced
top 100 SEMAINE Unbalanced
top 100 Fusion Balanced
top 100 Fusion Unbalanced

Neutral Sets
top 50 IEMOCAP Unbalanced
top 50 SEMAINE Unbalanced

Random Set 50 – –

into speaking turns resulting in more than 800,000 segments.
The large size of the corpus, and the protocol to collect sponta-
neous phone conversations make this corpus an ideal candidate
to demonstrate the benefits of our method. Since this database
was designed for ASR applications, it does not contain emo-
tional annotations.

3. Retrieving Expressive Behaviors
We propose to build emotion detectors by training separate
models using independent emotional corpora (IEMOCAP and
SEMAINE). The final decision is achieved by fusing the scores
derived from both models. The classifiers are build with linear
kernel support vector machine (SVM) trained with sequential
minimal optimization (SMO). We use the implementation pro-
vided by the WEKA toolkit [20]. The SVM complexity param-
eter is set to c = 0.1 for all settings.

This study uses the common feature set provided for the
speaker state challenge at INTERSPEECH 2011 [21]. This set
includes 4368 high level descriptors (HLDs) extracted using
the OpenSMILE toolkit [22]. The set includes an exhaustive
number of prosodic, spectral and voice quality features. We
use a two-level feature selection approach to reduce the dimen-
sion of the feature vector. Since implementing feature selection
that maximizes the performance of classifiers is computation-
ally expensive for this large feature set, first, we use forward
feature selection based on inter-class and intra-class distance
measure to reduce the number of features to 500. This method
iteratively extends the current feature set by adding the feature
which best minimizes the intra-class distances while maximiz-
ing the inter-class distances. Then, we select 100 features by
maximizing the performance of the SVM classifier using for-
ward feature selection (FFS). For consistency, the feature selec-
tion is performed only on the SEMAINE database. Then, the
100 features are used to build emotion detection models using
the SEMAINE and IEMOCAP databases. For each of the three
corpora the acoustic features are normalized per speaker using
z-normalization to compensate for speaker variability.

As described in Section 2, both expressive databases are
emotionally unbalanced. The IEMOCAP database has more
emotional samples and the SEMAINE database has more neu-
tral samples. We expect that most of the sentences in the Fisher
database are emotionally neutral. We evaluate the effect of bal-
ancing the training data on the emotional retrieval system. We
use undersampling to balance the training sets. We evaluate the
turns in the Fisher database using the emotion detectors built
with balanced and unbalanced training set from either IEMO-
CAP or SEMAINE corpora. We only consider sentences with
duration 5s or longer (157,959 samples). The confidence of the
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classifiers is used to select the top 100 emotional samples from
the Fisher database under each of these settings. We also select
the top 50 neutral samples from the classifiers built with unbal-
anced training sets. Likewise, we investigate the fusion of the
classifiers trained with these two databases by averaging their
likelihoods. We select the top 100 emotional sentences after fu-
sion. Finally, a set of 50 utterances are randomly selected as
a reference. Table 1 summarizes the different settings and the
corresponding number of turns selected to create the corpus.
The different settings provide 600 emotional, 100 neutral and
50 random samples, resulting in 750 utterances in total. How-
ever, due to the overlap between these sets the actual number is
only 536.

4. Analysis of Retrieved Emotional Content
We use Amazon mechanical Turk (AMT) to evaluate the emo-
tional content of the retrieved audio samples. In total, 90 dif-
ferent turkers evaluated the set of 536 utterances providing five
evaluations per sentence. In preliminary studies using crowd-
sourcing, we noticed that the inter-evaluator agreement in anno-
tating emotional labels increases when the turkers evaluate more
than one video per human intelligence task (HIT). The turkers
can calibrate their assessment by evaluating multiple videos per
task. Therefore, we include 30 sentences per HIT. After lis-
tening to a sentence, the turkers complete a questionnaire with
three parts. The first part consists of a five-point Likert scale
capturing the degree of emotion in the sentence (neutral ver-
sus emotional). The second part consists of categorical emo-
tional labels (angry, happy, neutral, sad, frustrated, surprised,
fearful, depressed, excited, disgusted and other). The turkers
were instructed to select all the emotional classes that represent
the emotional content in the audio. The third part evaluates the
emotional content in terms of arousal, valence and dominance.
We use the self-assessment manikins (SAMs) [23,24] to visually
guide the evaluators in annotating these dimensional attributes.

Since the Fisher database does not have emotional labels,
we rely on the precision rate estimated from the retrieved emo-
tional behaviors (e.g., correct samples retrieved by the system).
For this purpose, we use the precision at K (P@K) metric.
We sort the retrieved sentences in descending order based on
their likelihood of being emotional. Then, we measure the pre-
cision by considering only the first K retrieved samples (i.e.,
K most emotional samples). Figure 1 reports the results for
K ∈ [5, . . . , 100]. The ground truth labels are set based on the
subjective evaluations. We use two criteria to assign the labels.
The first method applies a threshold over the average emotional
scores assigned by the evaluator (i.e., five-point Likert scale).
The ratings are mapped into numeric values between 1 (neutral)
and 5 (emotional). We consider a sentence as emotional if its av-
erage score across turkers is above 2.5. Otherwise, the sentence
is considered as neutral. Notice that a score equal to 3 implies
that evaluators perceived emotional traits in the sentence, so we
set a threshold lower than 3. Figure 1(a) gives the results under
this criterion. The second approach to assign the labels is based
on the percentage of neutral labels assigned by the turkers to
each sentence in the categorical evaluation. The labels of the
samples are set to emotional if this percentage is less than 50%.
Figure 1(b) gives the results under this criterion. As a reference,
Figures 1(a) and 1(b) also show the fraction of emotional sam-
ples, according to the subjective evaluations, from the random
and neutral sets under these thresholds (constant dashed lines).

The figures show high precision rates for both criteria. The
precision rates for different settings are similar, and signifi-
cantly higher than the ones for neutral and random sets. The
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(a) Labels are set with scale-based emotion evaluations.
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(b) Labels are set with categorical label evaluations

Figure 1: Precision of retrieving the K most emotional samples.
The neutral/emotional labels are set with (a) scale-based emo-
tion evaluations, and (b) categorical labels evaluations.

models built with balanced training sets achieve lower precision
rates especially for the IEMOCAP database. Notice that the
feature selection is only performed on the SEMAINE database,
which can explain the lower performance. Overall, the fusion
of the models trained with unbalanced partitions gives the best
precisions. Notice that the neutral set has fewer emotional sam-
ples than the random set, which indicates that the emotion de-
tection models are not only capable of detecting the emotional
samples, but also can identify neutral instances. The rest of the
evaluations consider the retrieved sentences using the fusion ap-
proach, which are compared with the sentences from the neutral
and random sets.

Figure 2 depicts the histogram of the categorical labels as-
signed to the three sets before defining consensus labels for the
sentences. The first group includes 50 randomly selected sam-
ples (Figure 2(a)). The second group includes the top 100 neu-
tral samples selected by our classifiers (Figure 2(b)). The third
group consists of the top 100 emotional samples retrieved by the
fusion of the emotion detectors trained with unbalanced datasets
(Figure 2(c)). The figure shows that the neutral and random sets
exhibit similar distributions. This result shows that most of the
samples in the Fisher corpus are emotionally neutral, which is
expected. However, we did not expect to observe that more
than half of the random sentences convey emotional traits. This
result shows that building an emotional corpus from existing

240



0

10

20

30

40

%

ne
u

sa
d fru ha

p
ex

c
su

r
dis fea an

g
de

p

(a) Random

0

10

20

30

40

%

ne
u

sa
d fru ha

p
ex

c
su

r
dis fea an

g
de

p

(b) Neutral

0

10

20

30

40

%

ne
u

sa
d fru ha

p
ex

c
su

r
dis fea an

g
de

p

(c) Emotional (fusion/unbalanced)

Figure 2: Histogram of categorical emotional labels assigned to (a) 50 random sentence, (b) top 100 neutral samples identified by the
IEMOCAP and SEMAINE emotion detectors (50 each), and (c) top 100 emotional samples identified by fusing the emotion detectors.
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Figure 3: Consensus labels assigned using majority vote. The
emotional set has the top 100 emotional sentences retrieved by
fusing the detectors, trained with unbalanced partitions.

spontaneous conversational corpora is an appealing approach.
The emotional samples retrieved by the emotion detectors fol-
low a completely different distribution. The most frequently
selected emotion is happiness, which reflects the colloquial pro-
tocol used to record the Fisher corpus. We noticed that many of
these sentences contain laughter. We also observe depressive,
frustrated and excited behaviors.

Figure 3 shows the distribution of the annotated emotions
after defining the consensus label per sentence using major-
ity vote. The category none corresponds to sentences without
agreement between turkers. This figure also clearly shows the
effectiveness of the proposed method in identifying the emo-
tional samples. Finally, Figure 4 shows the scatter plot of the
samples in the valence-arousal space after estimating the av-
erage scores assigned to each sentence. Given the protocol to
collect the Fisher database, many of the samples have positive
valence. This figure shows that the emotional classifiers are ef-
fective in detecting samples with high arousal and high valence.

5. Discussion and Conclusions
This study introduced a new approach to build naturalistic emo-
tional speech corpora by retrieving emotional behaviors from
existing spontaneous conversational databases recorded for var-
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Figure 4: Distribution of the retrieved samples in the valence-
arousal space. The results are reported for neutral, random and
emotional (fusion/unbalenced) sets.

ious speech processing problems (e.g., ASR, SID). Perceptual
evaluations over turns selected at random revealed that approxi-
mately 30% of the sentences received emotional labels after ma-
jority vote. The large percentage of sentences conveying emo-
tions in the Fisher corpus validates our approach of retrieving
emotional sentences from existing conversational corpora. The
emotion detection models trained with available emotional cor-
pora are effective to retrieve these expressive sentences.

This study opens new opportunities to create big emotional
databases with natural, spontaneous expressive behaviors. An
important direction is to retrieve emotionally balanced behav-
iors. The retrieved samples conveyed mostly positive emo-
tions (happiness, excitement), since the current retrieval sys-
tem does not distinguish between emotions (neutral versus emo-
tional problem). We are building specialized emotion detectors
to retrieve specific emotions. We are also buildings detectors to
retrieve sample with specific arousal-valence values.

Fusing emotion detectors was effective in retrieving expres-
sive behaviors. We can extend the approach by building multi-
ple retrieval systems that are expert on specific emotional di-
mensions by using various emotional databases and acoustic
and prosodic features. This approach provides multiple views
of the data and enables the use of co-adaptation techniques [25].
Since we have a set of data for each speaker, unsupervised nor-
malization techniques can also be employed to better compen-
sate for speaker and recording variabilities. In particular, we are
planning to explore the use the iterative feature normalization
(IFN) [14, 26] scheme, which has shown good performance in
paralinguistic recognition tasks [13, 27].
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