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Abstract—Automatic emotion recognition in realistic domains

is a challenging task given the subtle expressive behaviors that

occur during human interactions. The challenges start with noisy

emotional descriptors provided by multiple evaluators, which

are characterized by low inter-evaluator agreement. Studies

have suggested that evaluators are more consistent in detecting

qualitative relations between episodes (i.e., emotional contrasts),

rather than absolutes scores (i.e, the actual emotion). Based

on these observations, this study explores the use of relative

labels to train machine learning algorithms that can rank

expressive behaviors. Instead of deriving relative labels from

expensive and time consuming subjective evaluations, the labels

are extracted from existing time-continuous evaluations over

expressive attributes annotated with FEELTRACE. We rely on

the qualitative agreement (QA) analysis to estimate relative labels

which are used to train rank-based classifiers (rankers). The

experimental evaluation on the SEMAINE database demonstrates

the benefits of the proposed approach. The ranking performance

using the QA-based labels compare favorably against preference

learning rankers trained with relative labels obtained by simply

aggregating the absolute values of the emotional traces across

evaluators, which is the common approach used by other studies.

Index Terms—Rank-based emotion recognition, time-

continuous emotional descriptors, relative emotional labels,

emotion recognition

I. INTRODUCTION

B

UILDING robust emotion recognition systems depends
on datasets where there is a reliable relationship between

the descriptors that they provide and the emotional significance
of the behaviors that they show [1], [2]. Finding appropriate
descriptors is a hard problem. The terms may refer to discrete
emotional categories such as happiness, sadness, and anger
[3]–[5], or attributes such as arousal, valence and dominance
[6], [7]. In both cases, though, labels are assigned through per-
ceptual evaluations, where external observers use the chosen
terms to characterize the emotional content. Inferring emotion
from the ambiguous expressive behaviors observed in daily
human interaction is a complex process [8], and it is not
realistic to expect perfect agreement across evaluators [9]. In
fact, the inter-evaluator agreement for perceptual evaluations is
often very low: exact values depend on the number of classes
and underlying expressive behaviors [9]–[12]. Metallinou et al.
[13] showed low agreement even for evaluations completed
by the same rater multiple times. That situation has serious
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implications for the accuracy of emotional classifiers that are
trained with these labels [2]. We should not rely on classifiers
trained on unreliable data.

One of the promising leads is that annotators tend to agree
more on relative trends (e.g., is the first video more positive
than the second video?) than on absolute ratings (e.g., what
is the valence of the video?) [13]. There are similar findings
for music emotion recognition, where ‘ground truth’ derived
from absolute values was found to be less reliable than relative
labels [14]. Soleymani et al. [15] suggested that conducting
quantitative evaluations of affective states is a harder percep-
tion problem than conducting qualitative comparisons. Those
results suggest that it is a priority to explore (1) ways of
obtaining reliable relative rankings, and (2) machine learning
algorithms that can effectively exploit that kind of data.

This study builds on a method proposed by Cowie and McK-
eown [16] which is known as Qualitative Agreement (QA).
The central idea is to define labels based on relative assess-
ments derived from existing time-continuous labels annotated
with FEELTRACE [17]. The approach operates by identifying
segments in which the evaluators reach a predefined level of
agreement on relative levels, regardless of the absolute values
of their annotations. Their data indicate that it has statistical
advantages over approaches that use absolute values. We show
that it can be used to underpin machine learning, and the
resulting techniques have advantages over techniques based
on absolute values.

We clarify issues in the definition of relative emotional la-
bels, and identify a rank based classifier (ranker) that can learn
the relevant pairwise evaluations. We evaluate the approach
with the SEMAINE database [18] over arousal, valence, power
and expectation. In the light of the clarification, we study how
achieved accuracy depends on the thresholds used to define
inter-evaluator agreement. We then compare the performance
of our technique with an approach used in previous preference
learning studies on ranking emotional behaviors [19], which
serves as a baseline. It uses relative labels obtained after aggre-
gating the absolute values of the traces across evaluators. The
results show that using QA-based labels has numerical as well
as conceptual advantages. We obtain absolute improvements
up to 5% (8% relative) compared with the performance of
rankers trained with the baseline approach.

The rest of the paper is organized as follows. Section II
describes the theoretical background, existing methods for
describing emotions, and the underlying challenges involved
in deriving reliable labels for the purpose of training emotion
recognition systems. The section also describes the database
used for this study. Section III describes the proposed ap-

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TASLP.2016.2593944

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, JUNE 2016 2

proach to extracting consistent relative rankings from multiple
continuous emotional annotations. The section also presents
the preference learning algorithm used to exploit the relative
ranking scores. Section IV presents the implementation of
the approach discussing the parameters and acoustic features.
Section V describes emotional ranking evaluations, in which
we compare the proposed QA-based labels with the labels
derived after aggregating the absolute scores of the emotional
traces (i.e., baseline labels). Section VI concludes the paper
with a summary of the contributions of this study, future
directions and final remarks.

II. BACKGROUND

A. Underlying Psychological Issues

The QA approach was prompted by psychological questions
about the task of generating a number that describes an
impression of emotion. Two distinct lines of argument indicate
that the task is very far from straightforward. The first line
of argument goes back to the beginnings of psychology.
The question is whether experiences can be mapped onto
a numerical scale. Most early psychologists accepted that
experiences could be ranked, but thought that they defied
truly numerical description. Tichener argued that looking at
two rooms, “We can say, by eye, that illumination of the
first room is greater than that of the second. How much
greater, we cannot possibly say.” [20, p.86]: James, Stumpf,
Mach, and Wundt agreed [21, p.59]. Fechner [22] believed that
numerical descriptions could be derived, but only via complex
(and debatable) inferences from pairwise comparisons. His
most famous critic, Stevens, argued for approaches where
numbers were assigned directly [23]; but later work criticized
his approach in turn, and argued for yet another set of methods
based on inference from comparisons [24].

Beyond those unresolved conceptual debates are undisputed
practical issues. Numerical estimates are extraordinarily sensi-
tive to range, anchor points, and sequential effects [21, p.268-
296]. For example, Stevens advocates direct estimation, but
reports huge context effects on judgments of relative brightness
of the same two stimuli. In one, the ratio of brightest to darkest
was judged to be 100 to 1. In the other, it was judged to be
about 3 to 1 [21, p.59]. If there is a numerical scale associated
with experience, it is extraordinarily elastic. The implications
for techniques where raters generate many data points in a
session are obvious, and disturbing.

The second line of argument rests on evidence that ambigu-
ity is a feature of everyday emotional displays. It is rare to find
expressions which show all the signs of an archetypal emotion
[25], and commonplace for signs in different modalities to
invite different conclusions [26]. Beyond that, it is always open
to question whether signs in any modality are direct reflections
of emotional states; part of an honest attempt to portray chosen
stances; or deceptive [27]. Hence, unsurprisingly, people use
context to disambiguate evidence from face and voice [28]. If
the displays are in fact ambiguous, the last thing we should
ask for is ratings which give them a single agreed value. An
interesting light on that point is that the claim made for the
first continuous rating system was that it revealed differences
in the way people perceived the same episode [29].

Given that background, it may not be wise to insist on
asking how humans can be induced to deliver data that meets
pre-specified ideals (such as reliable measures on a numerical
scale). It seems sounder to ask how we can disentangle the
kinds of information that they can deliver from kinds that
they cannot. A proposal that is consistent with the psychology
is that an extended display probably contains some extracts
(not all) that people can rank reliably (without quantifying
the difference). The QA approach followed directly from that
reasoning.

B. Related Work on Emotion Recognition

The theoretical issues noted above are reflected in practical
work on annotating expressive behaviors. Several researchers
have highlighted the inconsistency of labels provided by
different raters [30]–[33]. Depending on the task, the Kappa
statistics for discrete categorical evaluation is usually lower
than =0.5 [9]–[12], [34]. For continuous dimensional an-
notations, it is also a challenge to obtain high correlation
between scores provided by different raters [35]. The low
inter-evaluator agreement affects the performance of emotion
recognition systems since these noisy labels are used to
train the classifiers. Unsurprisingly, there is high correlation
between emotion recognition performance and inter-evaluator
agreement [34], [36].

Reviewing the evidence, Metallinou et al. [13] came to
a conclusion similar to the nineteenth century psychophysi-
cists’: that evaluators are better at detecting relative emotional
changes than absolute values. On one side were the differences
when raters are asked to label the emotional content of the
stimulus using labels like happiness, anger and sadness, or
when they are asked to assign an absolute value for continuous
dimensional annotations. On the other side, studies have shown
that evaluators are consistent in detecting emotional trends
[13]–[15]. After watching two videos, people can reliably
determine which one is more positive or active.

The obvious inference is that labelling should be based
on comparative judgments of that kind. However, that has
a major drawback, which is that the number of evaluations
becomes very large. If there are N samples to be annotated, the
approach would require N ⇥(N �1)/2 pairwise comparisons.
If we annotate multiple emotional attributes (i.e., arousal,
valence, power), the cost and the time of conducting perceptual
evaluations would be enormous. Also, combining material
from separately labelled sources would always require a new
labelling exercise. The QA approach proposed by Cowie and
McKeown [16] offered a solution to that problem by using
continuous emotional traces annotated with FEELTRACE (see
Section III-A for the details).

The QA approach transforms raw traces into matrices that
capture the meaningful ordinal information in them, and
discard noise imposed by the attempt to map information
that is functionally ordinal onto a ratio scale. Their form is
described in Section III-A. The result of the transformation
should be to reveal agreement that is obscured by noise in the
raw traces. Cowie and McKeown confirmed that for the well-
established global dimensions – intensity, valence, and arousal
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– the transformed data were much more likely to show highly
significant agreement (p <0.01) than raw traces were to pass
a comparably stringent test of agreement (alpha>0.85). The
opposite held for the more specific dimension of expectation,
suggesting that the issue is, in line with the theory, bound to
the particular kinds of judgment involved.

The initial analyses show that the approach is interesting,
but they do not show that it can be used in a machine learning
context. This paper takes up that challenge.

One of the key requirements is for machine learning algo-
rithms that rank-order samples in terms of a given emotional
attribute, rather than assigning a value or a class. Very few
studies have addressed that issue in the context of emotion
[37]. Suitable algorithms exist, though. They are popular in
information retrieval problems [38], [39]. In the context of
emotion, Yang et al. [14], [40] used rankers for music emotion
recognition. Cao et al. [41], [42] created rankers as a mid-level
representation to recognize categorical labels. They trained a
ranker for each discrete emotional class (i.e., which label is
more happy). The results of the rankers were combined to
recognize the given emotion. Lotfian and Busso [19], [43] and
Martinez et al. [37] discussed practical implementations for
preference learning to rank emotional behaviors. Soleymani
et al. [15] presented a method to rank affective behaviors on
movies based on regression models. These preference learning
algorithms present solutions to practical problems such as
emotion retrieval, where the queries are defined by specifying
target expressive content, surveillance and security applica-
tions, where the preference algorithm ranks large speech
repository according to emotional content selecting threat-
ening behaviors to be further analyzed by forensic experts,
emotional hotspot detections, where the preference algorithm
selects speech segments within a dialog with the strongest
emotional content [44], and remote assistant technologies,
where health care practitioner can review the most relevant
events of patients with emotional disorder. Our study explores
preference learning algorithms trained with relative labels that
are derived from existing emotional traces.

C. Database

The study relies on the SEMAINE database [18] (SE-
MAINE stands for Sustained Emotionally colored MAchine-
human Interaction using Nonverbal Expression). It is a large
audiovisual database that consists of dyadic interactions be-
tween a ‘user’ (always a human) and an ‘operator’ (either a
human or a virtual agent). The operator simulates the role of
a sensitive artificial listener (SAL) agent and his/her role is to
elicit emotional reactions from the user. The SAL agent takes
four personalities: Spike, Poppy, Obadiah and Prudence: each
aims to elicit a particular kind of emotional response from
the user (angry, happy, gloomy and reasonable respectively).
While there are different scenarios used to record the corpus,
this study relies on the Solid-SAL portion, in which the
operator is a human. We consider 40 sessions recorded from
ten different subjects (IDs: 2, 3, 5, 7, 8, 10, 11, 13, 14, and
15).

The SEMAINE database has been emotionally annotated
on multiple dimensions. This study uses arousal (calm versus
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Fig. 1. Six emotional traces for arousal for session 53 in SEMAINE database.

active), valence (negative versus positive), power (weak ver-
sus strong), and expectation (predictable versus unexpected).
The selection of these emotional dimensions was influenced
by the study of Fontaine et al. [45] which indicated that
these four dimensions are adequate to capture most of the
differences between everyday emotion descriptors. While the
recordings of the operators and the users were annotated,
we only consider the turns from the users. The subjective
evaluation was conducted with the FEELTRACE toolkit [17].
Instead of assigning a global score to a segment, FEELTRACE
records frame-by-frame the location of the mouse’s cursor
over a graphical user interface (GUI), in which the axes
represents the given dimension. As the evaluator watches the
video, he/she moves the mouse’s cursor to reflect his/her
perception, providing time-continuous emotional traces. Each
of the emotional attributes that we consider was separately
traced by at least six evaluators. Figure 1 shows the emotional
traces of six raters for arousal (session 53 in the database).

The traces collected with toolkits such as FEELTRACE
depend on processes that take time. The rater watches the
stimuli, infers the emotional content, and reacts accordingly
by moving the mouse’s cursor. That implies an intrinsic delay
between informative features in the recording and their effects
in the traces. Our work [46], [47] and that of other researchers
[48] have studied the evaluators’ reaction lag in the traces.
These studies demonstrated improved performance when the
emotional traces are compensated for this reaction lag. This
study uses the average delays across sessions observed in
Mariooryad and Busso [47] for arousal and valence (this
study did not consider power and expectation). For power and
expectation, we use the average delays reported in Nicolle et
al. [48]. Table I reports the delays used in this study.
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TABLE I
AVERAGE REACTION LAG ACROSS ALL SESSIONS FOR DIFFERENT

EMOTIONAL DIMENSIONS [47], [48].

Arousal Valence Power Expectation

Reaction Lag 5.44s 4.08s 5.00s 5.00s
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Fig. 2. Diagram illustrating the methodology to derive relative labels using
the QA approach (top panel) used for preference learning (bottom panel)

III. METHODOLOGY

This section describes the methodology used to rank or-
der emotional behaviors. Figure 2 shows a diagram of the
proposed framework. First, we present the approach to deriv-
ing consistent relative rankings from existing absolute time-
continuous emotional annotations (Sec. III-A). Then, we de-
scribe the proposed machine learning framework trained with
the proposed relative annotations (Section III-B).

A. Relative Labels from Existing Annotations

As we discussed in Section II-B, evaluators tend to agree
more on relative changes than on absolutes values. While the
six traces in figure 1 present clear differences, some emotional
changes are consistently evaluated. Global methods to estimate
the reliability of labels, such as the Cronbach’s alpha, provide
low agreement when there are regions where raters make
very different judgments, or where changes are in the same
direction, but substantially different in magnitude. What the
low agreement does not reflect is the fact that evaluators
do agree on some relationships. The qualitative agreement

(QA) method mentioned earlier was developed to address this
drawback of existing methods.

The QA approach divides traces into segments and identifies
pairs of segments for which the evaluators agree on the
qualitative relationship. Each pair involves two regions in the
trace such that a set proportion of the raters agree either which
of them is higher; or that they are very close. Initially, the
approach builds an individual matrix (IM) for each trace, and
these are later combined into a consensus matrix (CM).

Consider a given emotional dimension (arousal, valence,
power or expectation). The first step in the QA approach is to
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Fig. 3. Qualitative agreement analysis. The figure illustrates the process of
creating individual matrices for a given trace.

form the individual matrix (IM). Figure 3 illustrates the pro-
cess, where the solid line represent the trace (absolute values)
provided by one rater for the given emotional dimension. First,
the trace is divided into bins of equal length (the illustration in
Fig. 3 has six bins). The length of the bins, L, is a parameter
of the approach, which is set to 3s in this study for most of
the evaluation (see discussion in Sec. IV-A). Then, we estimate
the mean value of the trace during each bin, denoted by bi.
The dotted line in figure 3 shows the mean values for these
bins. Then, we compute simple pairwise comparisons between
all the mean values of the bins. For this purpose, we define
a threshold t

threshold

, which Martinez et al. [37] denoted as
minimum distance. This parameter defines the margin required
to say that one score should be counted as greater than the
other. For the bins i and j, where i < j, we perform the
following comparisons:

bi � bj > t
threshold

(1)
bj � bi > t

threshold

(2)
|bi � bj | < t

threshold

(3)

With these comparisons, we identify the trends between
the ith-bin and jth-bin: decreasing (Eq. 1), increasing (Eq.
2), or similar (Eq. 3). This information is entered into the
(i, j) entry of IM, producing a skew-symmetric matrix with
the diagonal element satisfying Eq. 3 (Fig. 3 only shows the
upper triangular elements in IM). In the example on Figure 3,
b3 > b1. Therefore, IM(1,3) is set as “increasing”. Likewise,
b5 < b1 so IM(1,5) is set as “decreasing”. The rest of the
entries are set using this approach.

Once the individual matrix is created for each annotator,
we estimate the consensus matrix (CM) between raters. This
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Fig. 4. Consensus matrix formed by combining individual matrices. We cross
out the entries without agreement.

matrix summarizes the relative agreement across raters for
a given emotional attribute. Figure 4 illustrates the process
of constructing the CM. Assume that we are interested in
segments in which X% of the raters agree on the trend.
The approach compares the corresponding entries across all
individual matrices. If X% of them agree on the trend, we
set the entry of CM to the given trend (increasing, decreasing
or similar). Otherwise, the entry is not considered since the
evaluators did not reach agreement on the trend. We refer
to this parameter as agreement tolerance. For example, an
agreement tolerance of 66% would require that at least four out
of six raters agree on a particular trend (assuming that there
are six independent raters). In Figure 4, the CM is formed
assuming 100% agreement between three raters. We cross out
the entries without agreement.

An important advantage of the QA approach is that we can
study optimum inter-evaluator agreement level. Notice that as
the required percentage increases, the number of items in the
training set (i.e. pairwise bins with agreement) will decrease;
but so will the noise in the set. We would expect the optimum
to depend on the distribution of evidence for a given attribute.
We explore different agreement tolerances in the experimental
evaluation (see Sec. V).

B. Rank-Based Classifiers

Table II presents the algorithm to derive relative QA-
based labels and training the proposed rankers. The consensus
matrix provides pairwise comparison between bins that can be
directly used to train preference learning algorithms. Instead
of detecting the underlying classes of the testing samples, as
done in conventional machine learning problems, preference
learning aims to rank the samples according to their relevance.
Given an input query, the machine learning algorithm predicts
a ranking order or ranking score for the documents associated
with the query. Rank-based approaches have been very popular
in areas such as information retrieval, web data mining, and
artificial intelligence.

Rank-based approaches are generally formulated as pairwise
comparisons of two samples, where the task is to select the
preferred one [38]. We collect all the relative labels to create
the set P (see Table II). The pair (i, j) 2 P if the i-th sample

TABLE II
ALGORITHM FOR TRAINING THE RANKERS WITH QA-BASED LABELS.

Training Algorithm

Given: N bins of training data
% STEP 1: Create individual matrices (IM) per trace
IM=zeros(N,N)
for i, j < N do:

if bi � bj > t
threshold

IM(i, j) :“#”
if bj � bi > t

threshold

IM(i, j) :“"”
else

IM(i, j) :“=”
end

Repeat for each trace
% STEP 2: Create consensus matrix (CM)
CM=zeros(N,N)
for i, j < N do:

if X% agreement for IM(i,j) across traces
CM(i, j) =IM(i, j)

else

CM(i, j) =“X”
end

Define set P with all entries from CM other than “X”
% STEP 3: Train rank SVM
Estimate feature �i from segment bi
Train binary SVM with features f = (�i ��j) to solve Eq. 5
return w

is preferred over the j-sample. If �i and �j are the feature
vectors for the i-th and j-th samples, then

(i, j) 2 P () wT�i > wT�j, (4)

where the machine learning task is to find the optimum weight
vector w. The projections of �i and �j onto the w define the
order of the samples. The weight vector w can be optimized
by minimizing the objective function [38], [39]

min
w

L(wT(�i � �j), P ) +
1

2
kwk2 (5)

where L() is a loss function that depends on (�i � �j).
Therefore, the ranking problem is equivalent to a binary
classification problem where the features correspond to the
differences of the feature vectors of the samples. Depending
on the loss function, different approaches have been proposed.
This study uses Rank-SVM [39], where the complexity param-
eter C of the SVM is set to 1. Notice that any linear SVM
classifier can be used to train Rank-SVM by deriving relative
labels.

The problem of ranking expressive behavior using relative
labels can be addressed using rankers. We use the labels from
the QA analysis to define the set P using the pair of bins rated
as ‘increasing’ or ‘decreasing’.

S = {bi, bj ||i � j| < n} (6)

Table III presents the algorithm for testing preference be-
tween two given speech segments. The algorithm projects their
features into the optimum weight vector, selecting the segment
with the highest value.
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TABLE III
ALGORITHM FOR TESTING THE RANKERS

Testing Algorithm

Given: Bins b1 and b2
Estimate feature �1 and �2 from segments b1 and b2
if wT�1 > wT�2.

return b1 > b2
else

return b1 < b2

IV. EXPERIMENTAL SETUP

This section presents the experimental setup of the proposed
rankers trained with the relative labels. Section IV-A presents
the implementation of the approach describing the selection
of the parameters of the approach. Section IV-B describes the
acoustic features and feature selection approach used for the
analysis. Section IV-C describes the baseline labels used to
compare the proposed QA-based labels.

A. Implementation of the Approach

An important parameter in the proposed approach is the size
of the bins (L). The nature of the traces is such that they are
noisy and grainy. One method of controlling the noise is to
create bins that are long enough to make the average value
reliable. Long bins also facilitate the estimation of reliable
features over the bins. However, if the size of the bins is
too long, they will not capture the time evolving nature of
the trace. Cowie and McKeown [16] studied the effect of
the bin size on the correlation between traces for a given
session. With short durations, they showed an increase in
correlation between traces as the bin size increased. However,
this trend changed when the averaging function began to mask
the inherent structure of the trace. There was considerable
variation in the point at which this happened, but overall,
the study suggested setting bin size in the range 1-3s. Here,
we set L equal to 3s to have reliable features (see discussion
on Sec. IV-B). Notice that assigning emotional descriptors at
the segment level is a common approach in speech emotion
recognition [2].

Another important parameter is the threshold used in Equa-
tions 1, 2 and 3. The minimum distance t

threshold

defines how
different bi and bj need to be, to identify an increasing or
decreasing trend. The annotations for the SEMAINE database
are in the scale [-1,1]. While increasing the minimum distance
generates pairs that are clearly different, the number of pairs
for training decreases. This study considers two values for this
parameter (t

threshold

= {0.1, 0.2}).
The last parameter in our approach is the percentage of

evaluators who are required to agree on direction, for an
entry to be created in the consensus matrix (i.e., agreement
tolerance). We evaluate the ranking performance with 66%,
80%, and 100% agreements. We report the results in terms of
this parameter.

Each session in the SEMAINE database has an approximate
duration of 5 minutes [18]. Each subject participated in
multiple sessions. To estimate the QA-based relative labels, we
search across all the sessions recorded from a given subject.

With this approach, the selected pairs can be derived from
different sessions of a given subject. The set of annotators is
not consistent across sessions. When we compare annotations
of segments from different sessions, they may come from
different raters. While we acknowledge this limitation, we
argue that the benefit of increasing the number of relative
labels outweighs the problem associated with treating each
trace independently. The results reported in Section V are
significantly higher than the results obtained when the pairs are
restricted within a given session (not reported on the paper).
Notice that we do not consider segments coming from different
speakers in the SEMAINE database to create relative labels –
the selected pairs come from the same subject.

Table IV shows the number of relative labels that reach
agreement with the QA method for different values of mini-
mum distance (t

threshold

) and agreement tolerance. Increasing
the minimum distance (t

threshold

) decreases the number of
samples. The table also shows that when the agreement
tolerance increases, the number of selected pairs decreases.
These are intuitive results as fewer pairs meet the stricter
thresholds. The pairs shown in the table define the material
used in each part of the experimental evaluation.

B. Acoustic Features

While the SEMAINE database contains audiovisual in-
formation, we conduct the ranking experiments using only
acoustic features. Emotion plays a key role in speech pro-
duction affecting prosodic, spectral and voice quality features.
Therefore, emotion classifiers are usually trained with multiple
features describing various acoustic properties [2], [49]. The
common approach consists in deriving low level descriptors

(LLD) which are frame-by-frame features describing different
acoustic properties. Then, global statistics referred to as high

level features (HLF) are extracted for each sentence or speak-
ing turn [50] (e.g., the mean of the fundamental frequency).
Therefore, the feature vector is fixed regardless of the length
of the segments. This study uses the popular acoustic feature
set introduced by Schuller et al. [51] for the Computational
Paralinguistic Challenge at Interspeech 2013. Table V lists
the LLD estimated from speech. Table VI gives the HLF
estimated from each LLD. The feature set contains 6373 HLF
level acoustic features per segment. The features are extracted
with the toolkit OpenSMILE [52]. Notice that extracting these
features from fixed windows ignoring the underlying linguistic
boundaries does not introduce major problems. There is data
suggesting that the relevance of some features depends on the
length of the natural unit in which they occur [53], but studies
on emotion recognition have shown good performance when
speech recordings are segmented into turns of fixed lengths
[54]. In fact, we have successfully used this approach with
the SEMAINE database using 0.5s windows [55]. Since we
are using 3s segments, the global statistics will be even more
reliable.

Well-known problems arise because the dimension of the
feature vector is large relative to the number of samples in the
emotion classification problems, and many of the features are
likely to be highly correlated. The distinctive character of our
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TABLE IV
NUMBER OF RELATIVE LABELS FROM THE CONSENSUS MATRIX. WE USE THE MINIMUM DISTANCE (t

threshold

) TO DEFINE THE PAIRS. THE TABLE
INCLUDES DIFFERENT TOLERANCE ON THE INTER-EVALUATOR AGREEMENT (A: AROUSAL, V : VALENCE, P: POWER, AND E: EXPECTATION).

66% Agreement 80% Agreement 100% Agreement

t
threshold

A V P E A V P E A V P E
Across-session condition

0.1 117035 158021 100437 208678 63073 110002 45187 101000 27523 59667 12101 32237
0.2 64936 100423 54587 206192 34815 61373 22013 99397 15712 31522 4840 31595

TABLE V
THE SET OF FRAME-LEVEL ACOUSTIC FEATURES. THIS SET IS REFERRED

TO AS low level descriptors (LLDS) IN THE COMPUTATIONAL
PARALINGUISTIC CHALLENGE AT INTERSPEECH 2013 [51].

Spectral LLDs

RASTA-style filtered auditory spectrum bands 1-26 (0-8kHz)
MFCCs 1-14
Spectral energy 25-650Hz, 1k-4kHz
Spectral roll-off point 0.25, 0.50, 0.75, 0.90
Spectral flux, entropy, variance, skewness, kurtosis, slope
Slope, Psychoacoustic Sharpness, Harmonicity
Energy related LLDs

Sum of auditory spectrum (loudness)
Sum of RASTA-style filtered auditory spectrum
RMS Energy
Zero-crossing rate
Voice LLDs

F0
Probability of voicing
Logarithmic HNR
Jitter (local, delta)
Shimmer (local)

ranking task suggests that we should avoid using a wrapper-
based feature selection method that is optimized to a particular
classifier. Instead we implement a two-step feature selection
process for each emotional dimension. First, we reduce the
set from 6373 to 500 using a gain ratio attribute approach
that measures the information gain ratio of each attribute with
respect to the class (redundant features may be selected). We
select this approach, as implemented by the software WEKA,
for its fast computation since it does not require either forward
or backward feature selection. Then, we further reduce the
set by using the correlation feature selection (CFS) method
[56], also implemented with WEKA. The approach selects
features that are correlated with the label. At the same time, it
minimizes the redundancy between the features. The features
are selected with the best first search method. It starts with
an empty set. Then, it adds an attribute at a time based on
the CFS criterion. Enabling the backtracking option allows us
to remove selected features so as to prevent local optimum.
The final reduced feature set contains 40 features for each
preference-learning condition discussed in Section V.

C. Baseline comparison

For comparison, we use the approach that is most often used
in preference learning to define relative labels using continuous
emotional traces [19]. Instead of considering the trends in each
individual trace, as we do with the QA based approach, we
average the absolute values of the traces across different raters.
Then, we estimate the average score per segment. We consider
that one segment is preferred to another if the difference

TABLE VI
THE SET OF SENTENCE-LEVEL FUNCTIONALS EXTRACTED FROM THE

LLDS (SEE TABLE V).

Base functionals applied to LLD and 4 LLD

Quartiles 1-3
3 inter-quartile ranges
1% percentile (⇡min), 99% percentile (⇡max)
Position of min/max
Percentile range 1%-99%
Arithmetic mean, Root Quadratic Mean
Standard deviation,Skewness, kurtosis
Contour centroid, Flatness
Relative duration signal is above/below 25/ 50/ 75/ 90% range
Relative duration signal is rising/falling
Relative duration LLD has positive/negative curvature
Gain of linear prediction (LP)
LP coefficients 1-5
Base functionals applied to LLD only

Mean of peak distances
Standard deviation of peak distances
Mean value of peaks
Mean value of peaks-arithmetic mean
Mean / Standard Deviation of rising/falling Slopes
Mean/ Standard Deviation of inter maxima distances
Amplitude mean of maxima/minima
Amplitude range of maxima
Linear regression slope, offset and quadratic error
Quadratic regression a ,b, offset and quadratic error
F0 functionals

Percentage of non-zero frames
Mean, max, min, standard deviation of segments length

TABLE VII
NUMBER OF RELATIVE LABELS USING THE BASELINE METHOD, WHERE

WE AVERAGE THE ABSOLUTE SCORES OF THE TRACES OVER THE BIN. WE
USE THE SAME MINIMUM DISTANCE (t

threshold

) TO DEFINE THE PAIRS (A:
AROUSAL, V : VALENCE, P: POWER, AND E: EXPECTATION).

Baseline Approach
t
threshold

A V P E
Across-session condition

0.1 105592 138656 98228 215835
0.2 42926 84002 41107 213335

in their scores is above a margin. For consistency, we use
the same minimum distance values used in the proposed QA
based approach (t

threshold

= {0.1, 0.2}). We also use the same
segmentation (e.g., 3s segments), compensating the traces with
the same evaluators’ reaction lag (see Table I). We search
for the relative pairs across session conditions, following the
same framework presented for the QA based labels. Table VII
presents the number of samples defined with this approach.

This is still a rank-oriented approach. The difference is
that it assumes the absolute values are enough to reveal
emotional contrast between speech segments. In contrast, our
proposed QA based labels discount absolute scores in favor
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of ordinal relationships as early as possible – again, reflecting
the underlying theory.

V. RESULTS OF RANK-BASED CLASSIFIERS

This section describes the results of the rankers using
the QA-based relative labels for arousal, valence, power and
expectation.

In emotion recognition problems, it is important that the
evaluation includes speaker-independent partitions, in which
data from one subject is included either in the training or
testing sets, but not in both. This approach is important
to validate the generalization of the proposed approach. To
maximize the usage of the database, we implement a 10-fold
leave-one-speaker-out (LOSO) cross validation approach. In
each fold, data from nine subjects is used for training and data
for the remaining subject is used for testing. The training and
testing relative samples are independently derived from these
partitions using the corresponding thresholds. The feature
selection approach described in Section IV-B is separately
implemented in each fold. The final number of features is
always 40, although it differs from fold to fold. By selecting
the features per fold, we truly rely only on the training data,
preserving the speaker independent partitions for training and
testing the models. We train the models and select the features
without considering the data from the subject used for testing
the models. Notice that for real applications, we can use all
the data for training, selecting a common feature vector.

We noticed that there are more pairs in which the evaluators
agreed on increasing than decreasing trends. Therefore, a
ranker that always prefers the second bin over the first bin
will have accuracies over 50%. To avoid this bias in the testing
set, we randomize the order of the two bins before they are
evaluated by the ranker (i.e., chance is 50%).

We systematically train and test the proposed method using
various combinations of parameters. We create matched and
mismatched conditions between training and testing settings.
For example, we expect to observe higher performance when
the testing samples are selected with t

threshold

= 0.2, instead
of t

threshold

= 0.1, as the distance separating the sample pairs
needs to be higher, simplifying the ranking problem. In this
case, it is interesting to evaluate the best approach to training
the rankers (matched or mismatched conditions). Furthermore,
the comparison with the baseline rankers requires to evaluate
conditions where the testing set is defined with the baseline
labels, instead of the QA labels.

Table VIII shows the ranking results of our experiments.
The rows in the table correspond to the conditions we use
to define the training labels, and the columns correspond
to the conditions we use to define the testing labels. There
are four main blocks in the table corresponding to the four
emotional attributes considered in this study – arousal, valence,
power, expectation. In each block, the columns are divided into
four portions indicating the three conditions for agreement
tolerance that we place on the testing samples (66%, 80%,
and 100%) and the baseline labels. These columns are further
divided into two columns indicating the conditions we use for
the minimum distance parameter t

threshold

to define the testing

TABLE VIII
ACCURACY OF PAIRWISE COMPARISONS USING THE PROPOSED

RANK-BASED APPROACH (CHANCES IS 50%). THE LABELS FOR TRAINING
AND TESTING SAMPLES ARE DEFINED BY THE MINIMUM DISTANCE
(t
threshold

) AND THE AGREEMENT TOLERANCE. IT ALSO REPORTS
RESULTS FOR BASELINE LABELS (66% = 66% AGREEMENT, 80% = 80%

AGREEMENT, 100% = 100% AGREEMENT, BASE = BASELINE).

Testing condition

66% 80% 100% Base

Training 0.1 0.2 0.1 0.2 0.1 0.2 0.1 0.2
condition Arousal [%]

66% 0.1 73.7 79.5 79.5 84.9 85.8 89.2 71.9 81.7
0.2 73.3 79.5 79.3 85.1 86.0 89.3 71.4 81.8

80% 0.1 73.5 79.9 79.7 85.4 86.2 89.7 71.4 82.0

0.2 72.1 78.4 78.2 84.4 85.0 88.9 70.3 80.6

100% 0.1 71.5 77.6 77.3 83.1 83.5 87.5 69.6 79.5
0.2 70.2 76.3 76.1 81.7 82.3 81.2 68.5 78.0

Base 0.1 71.4 76.6 76.7 81.0 81.5 84.7 69.6 78.2
0.2 68.4 74.0 72.9 78.2 77.9 81.2 67.5 75.6

Valence [%]

66% 0.1 60.2 62.0 61.4 63.7 63.7 64.7 59.1 60.2
0.2 58.9 60.7 60.1 62.5 61.8 63.7 58.0 59.3

80% 0.1 60.0 61.0 60.4 62.7 62.1 63.9 58.0 59.4
0.2 58.6 60.3 59.7 62.2 61.4 63.3 57.5 58.7

100% 0.1 59.8 60.5 59.9 62.0 61.5 62.7 57.3 58.6
0.2 57.0 58.3 57.9 60.2 59.2 61.0 55.8 56.3

Base 0.1 60.3 62.2 61.6 64.2 63.4 65.7 59.0 60.9

0.2 58.8 60.4 59.5 62.0 61.1 62.5 57.9 59.2
Power [%]

66% 0.1 61.8 64.7 65.2 68.1 69.7 71.0 61.2 66.3
0.2 60.3 62.1 62.6 64.2 65.7 67.5 59.7 64.2

80% 0.1 61.5 64.2 64.6 67.2 68.6 71.0 60.6 65.4
0.2 60.9 62.6 63.7 65.9 69.0 72.2 59.9 62.8

100% 0.1 62.9 65.8 66.3 69.1 69.8 72.7 61.3 66.7

0.2 61.6 63.7 64.7 66.7 69.0 73.3 60.1 63.6

Base 0.1 60.1 62.5 62.8 64.6 66.6 67.7 58.6 61.6
0.2 58.6 60.4 60.9 63.1 64.1 67.8 57.7 61.9

Expectation [%]

66% 0.1 58.1 59.0 61.7 63.0 65.7 67.7 56.7 57.6

0.2 57.4 58.3 60.8 62.0 64.6 66.4 56.2 57.0

80% 0.1 57.6 58.3 61.1 62.0 65.0 67.0 56.2 56.9
0.2 57.0 57.6 60.2 61.1 63.9 65.8 55.1 56.3

100% 0.1 57.3 58.2 60.5 61.7 64.2 66.2 56.0 56.8
0.2 56.7 57.5 59.6 60.8 63.0 65.0 55.5 56.2

Base 0.1 56.5 57.6 59.2 60.9 62.2 64.5 55.4 56.3
0.2 55.9 57.0 58.3 60.0 61.1 63.3 54.8 55.6

samples (0.1, 0.2). Similarly the rows are divided based on the
agreement percentage and minimum threshold parameters used
to define the training samples. For example, we achieve 79.9%
accuracy for arousal when the training labels are derived with
a tolerance agreement of 80% and t

threshold

= 0.1, and the
testing labels are derived with a tolerance agreement of 66%
and t

threshold

= 0.2. The best performance per column (test
condition) is highlighted in bold. Given the high number
of training and testing pairs in each condition, testing the
difference in proportion between two conditions in Table VIII
may give statistical significant results, since most statistical
tests are sensitive to the number of samples. Instead, we rely
on the test of hypothesis of differences in population means
for matched conditions [57], comparing only the difference
between corresponding settings. Given that the number of
matched conditions is small, ranging from 12 to 48, we use
the one-tailed t-test, asserting significance at p < 0.01. This
section discusses the results reported in this table.
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Fig. 5. Average accuracies of rankers trained with minimum distance
(t
threshold

) equals to either 0.1 or 0.2 across all testing conditions.

A. Comparison of Minimum Distance on the Training Set

The first evaluation compares the performance of the rankers
in term of the minimum distance used to define the relative
labels on the training sets, t

threshold

. For a given emotional
attribute, we estimate the average performance achieved across
all the testing conditions when we use either t

threshold

= 0.1
or t

threshold

= 0.2 (i.e., 3 agreement tolerances [train] ⇥ 8
testing conditions = 24 matched conditions). While certain
test conditions are easier to rank than others, as discussed in
Section V-D, comparing these averages is fair as the same
testing conditions are used for both values of t

threshold

.
Figure 5 displays the average performance for t

threshold

=0.1
and t

threshold

=0.2 for arousal, valence, power and expecta-
tion. Training the rankers with smaller margin (t

threshold

=0.1)
provides higher performance, where the differences are sta-
tistically significant across the four emotional attributes. This
result is unsurprising, for two reasons. First, we lose potential
samples when we impose a stricter threshold. From Table
IV, we observe an average loss of 38.7% (relative) of the
samples as we increase the threshold from t

threshold

= 0.1
to t

threshold

= 0.2. Second, having a less strict threshold
for training also avoids the mismatched problems of training
with t

threshold

= 0.2 and testing with t
threshold

= 0.1. In
this case, the minimum distance between the samples in the
training set is higher than the samples in the testing set. The
extra ambiguity in the labels on the testing set makes the
ranking problem more challenging. Those effects mean that
lower thresholds have an advantage.

B. Comparison of Agreement Tolerance on the Training Set

The second parameter in the proposed QA method is the
agreement tolerance to determine the trends (Sec. III-A).
For a given emotional dimension, we study the performance
achieved by different agreement levels across various condi-
tions (2 minimum distances [train] ⇥ 8 testing conditions = 16
matched conditions). Figure 6 shows the average performance
for different agreement tolerances used to derive the training
samples. We compare whether the differences are statistically
significant between the three conditions: 66%, 80%, and 100%

Fig. 6. Average accuracies of rankers trained with different agreement
tolerance (66%, 80% and 100%) across across all testing conditions.

(matched paired t-test, one-tailed, p < 0.01). Table IX reports
the results of the pairwise comparisons. A value of “1”
indicates that the condition on the row produces significantly
higher performance than the condition on the column (e.g.,
for valence, the performance for agreement tolerance of 66%
is significantly higher than the performance for agreement
tolerance of 80%). A value of “0” indicates that the differences
are not statistically significant. A value of “-1” indicates that
the condition on the column produces significantly better
performance than the condition on the row.

For arousal, valence and expectation, the worst performance
was when we defined the training labels with 100% agreement
tolerance. The best performance for these three emotional
dimensions was achieved with a 66% agreement tolerance,
although the difference between 66% and 80% for arousal
was not statistically significant. We conclude that imposing a
stricter condition for the training labels does not necessarily
improve results. Again, that is not surprising. Table IV shows
that we lose an average of 49.6% (relative) of the samples
when we go from 66% to 80% agreement tolerance. We
also lose an average of 61.2% of the samples when we go
from 80% to 100% agreement tolerance. Furthermore, defining
the training labels with more strict agreement tolerance (e.g.,
100%) creates mismatches when the testing labels are defined

TABLE IX
STATISTICAL TEST FOR PAIRWISE COMPARISONS OF RANKERS TRAINED

ON DIFFERENT AGREEMENT TOLERANCE (MATCHED PAIRED T-TEST,
ONE-TAILED, P < 0.01). A “1” INDICATES THAT ROW CONDITIONS IS

SIGNIFICANTLY BETTER THAN COLUMN CONDITION. A “-1” INDICATES
THAT COLUMN CONDITIONS IS SIGNIFICANTLY BETTER THAN RAW

CONDITION. A “0” INDICATES THAT THE DIFFERENCES ARE NOT
STATISTICALLY SIGNIFICANT.

Emotion Agreement 80% 100%

Arousal 66% 0 1
80% - 1

Valence 66% 1 1
80% - 1

Power 66% 0 -1
80% - -1

Expectation 66% 1 1
80% - 1
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Fig. 7. Average accuracies of rankers for emotional dimensions across all
testing conditions.

with less strict tolerance level (e.g., 66%). In this case, the
training samples are less ambiguous than the testing samples.
Nevertheless, for power, we observe a different pattern, where
the best performance is achieved with a 100% agreement
tolerance. Table IV indicates that power behaves differently
from other dimensions in terms of agreement: the number of
samples that meet the 100% tolerance criterion is very low.
The obvious interpretation is that for this dimension, there is
a sharp difference between a small number of clear cases and
the rest; but that needs further investigation.

C. Comparison of Emotional Attributes

We now analyze the performance of the rankers trained
using the QA method for different emotional attributes. Figure
7 shows the average performance achieved across all train-
ing and testing conditions for each emotional dimension (2
minimum distances ⇥ 3 agreement tolerances ⇥ 8 testing
conditions = 48 matched conditions). Table X shows the
statistical tests of pairwise comparisons between the four
emotional dimensions: arousal, valence, power and expectation
(matched paired t-test, one-tailed, p < 0.01). This table follows
the same convention used for Table IX. Table X shows that
the differences in performance between emotional dimensions
are all statistically significant, with the exception of valence
and expectation. Arousal achieves the best performance with
an average accuracy of 79.6%. This value is remarkably high,
considering the challenging task of detecting emotional traces
in this spontaneous database. Valence and expectation achieve
the lowest accuracies. There are well-known challenges in
predicting valence just from speech [58], where very few
acoustic features correlate with this emotional dimension.

D. Complexity of Test Samples

We next consider the complexity of the sets defined by
the different criteria. That can be inferred by comparing the
performances of rankers trained in the same way on testing
sets defined with different agreement tolerances (Sec. V-B
addresses the agreement tolerance on the training set). We find
that whatever the training condition, accuracy is higher with

TABLE X
STATISTICAL TEST FOR PAIRWISE COMPARISONS ACROSS EMOTIONAL

DIMENSIONS (MATCHED PAIRED T-TEST, ONE-TAILED, P < 0.01). A “1”
INDICATES THAT ROW CONDITIONS IS SIGNIFICANTLY BETTER THAN

COLUMN CONDITION. A “-1” INDICATES THAT COLUMN CONDITIONS IS
SIGNIFICANTLY BETTER THAN RAW CONDITION. A “0” INDICATES THAT

THE DIFFERENCES ARE NOT STATISTICALLY SIGNIFICANT.

Emotion Valence Power Expectation
Arousal 1 1 1
Valence - -1 0
Power - - 1

Fig. 8. Average accuracies of QA-based rankers across all training conditions,
when the testing labels are defined with the QA-based method (66%, 80%
and 100%) and the baseline method.

test sets defined using a QA-based approach. The implication
is that sets defined in that way are lower in complexity – i.e.
more coherent.

For each emotional dimension, Figure 8 shows the average
performance across all the training conditions using QA-
based approach when the testing labels are defined using the
QA-based method (66%, 80% and 100%) and the baseline
methods (i.e., 2 minimum distances [train] ⇥ 3 agreement
tolerances [train] ⇥ 2 minimum distances [test] = 12 matched
conditions). Table XI shows the results of the pairwise compar-
ison (matched paired t-test, one-tailed, p < 0.01), following
the same convention as the one used in Tables IX and X.
Again, the result is intuitive. Reducing the agreement tolerance
increases the number of ambiguous samples in the testing
set, and reduces the performance. However, it is important
that the QA parameters do affect complexity as we would
expect. The performance of the QA-based rankers tested on
the baseline labels achieve similar performance to the QA-
based labels with an agreement tolerance of 66%. Table XI
shows that testing the rankers using agreement tolerance of
80% or 100% produces significantly better performance than
testing on the baseline labels. Samples from the baseline labels
are derived using absolute values of the emotional traces,
producing noisier labels that are harder to rank. Instead, the
QA-based labels capture trends that are consistently annotated
across evaluators, creating clearer labels which simplify the
ranking problems.
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TABLE XI
STATISTICAL TEST FOR PAIRWISE COMPARISONS OF RANKERS TESTED

WITH LABELS DEFINED WITH THE QA-BASED METHOD (66%, 80% AND
100%) AND THE BASELINE METHOD (MATCHED PAIRED T-TEST,

ONE-TAILED, P < 0.01). A “1” INDICATES THAT ROW CONDITIONS IS
SIGNIFICANTLY BETTER THAN COLUMN CONDITION. A “-1” INDICATES

THAT COLUMN CONDITIONS IS SIGNIFICANTLY BETTER THAN RAW
CONDITION. A “0” INDICATES THAT THE DIFFERENCES ARE NOT

STATISTICALLY SIGNIFICANT.

Emotion Test 80% 100% Base

Arousal
66% -1 -1 0
80% - -1 1

100% - - 1

Valence
66% -1 -1 1
80% - -1 1

100% - - 1

Power
66% -1 -1 0
80% - -1 1

100% - - 1

Expectation
66% -1 -1 1
80% - -1 1

100% - - 1

E. QA-based Labels versus Baseline Labels

We compare the performance of the rankers using the
QA-based labels with the baseline method. Given the results
obtained in Section V-B, we only consider the labels derived
with agreement tolerance of 66%, which provides the best per-
formance in most of the testing conditions. The performance
of rank-based rankers trained with baseline labels are listed
in the “Base” rows of Table VIII. Figure 9 gives the average
accuracies across all train and test conditions (2 minimum
distances ⇥ 8 testing conditions = 16 matched conditions).
The proposed approach is significantly better than the baseline
approach for all the emotional dimensions with the exception
of valence (matched paired t-test, one-tailed, p < 0.01). The
average improvement for arousal is over 4% (absolute). By
comparing Figures 6 and 9, we observe that even rankers
trained with labels derived with 80% and 100% agreement
tolerance perform better than the baseline ranker for arousal,
expectation and power. For these emotional dimensions, Table
VIII shows that the best performance per testing condition is
always a ranker trained with the QA-based labels (highlighted
values), achieving improvements up to 5% (8% relative) com-
pare to baseline labels. For valence, the differences between
the QA approach with 66% agreement tolerance and the
baseline method are not statistically significant. These results
clearly demonstrate the advantage of learning relative trends
for preference learning using the QA approach, instead of
deriving the labels from absolute, aggregated values of the
emotional traces.

F. Alternative Segmentation of the Bins

The last parameter in the approach that we evaluate is the
size of the bins, which is set to 3s in previous evaluation.
This section explores two alternative segmentations. The first
alternative segmentation is reducing the bin size to 2s. This
approach increases the number of segments, but reduces the
reliability of the feature vector (see discussion in Section
IV-B). The second alternative segmentation considers 3s bins
with 2s overlap. Therefore, we have a bin every second. We

Fig. 9. Comparison between average accuracies of rankers trained with the
proposed QA-based labels (66% agreement tolerance) and the baseline labels.
With the exception of valence, training the rank-based rankers with the QA-
based labels provides statistical significant improvements over rankers trained
with baseline labels.

still average the traces over each 3s bin to estimate its mean
value bj , but the resolution is improved by using overlapped
bins. As expected, the number of selected pairs increases
859% when considering overlapping bins. We follow the
same experimental procedure explained in Section IV, training
the rankers with these alternative bin segmentations. We use
matched conditions for the bin size for training and testing.
To simplify the analysis, we only evaluated this approach with
the testing labels derived using the baseline method, which is
the most challenging testing condition (see Fig. 8).

Table XII shows the results, which are aggregated in Figure
10 for illustration, where we have 12 matched conditions (2
minimum distances [train] ⇥ 3 agreement tolerances [train]
⇥ 2 minimum distances [test] = 12 matched conditions). To
simplify the comparison, we also report the results with 3s bins
without overlap (last two columns in Table VIII). First, the
performance drops when we decrease the bin size from 3s to
2s. We believe that using longer bins gives more reliable labels
and features. Second, adding overlapped bins slightly improves
the performance over 3s bins without overlap for power and
expectation, although the differences are not statistically sig-
nificant (matched pair t-test, one-tailed, asserting significance
with p < 0.01). For arousal and valence, using overlapped
bins reduces the ranker performance. This section shows that
adding overlapped bins or reducing the size of the bins do not
increases the performance of the proposed system. Using 3s
bin provides a good tradeoff between emotion resolution and
features reliability.

VI. DISCUSSION AND CONCLUSIONS

Both long-established theory and recent experience raise
questions about the kind of evidence on which affective
computing relies. It may be unrealistic to ask for the kind
of description that is required by the obvious computational
techniques. If so, there is a need to look for techniques that
make use of the kind of information that people can deliver.
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Fig. 10. Analysis of alternative segmentation of the bins. Average accuracies
of QA-based rankers across all training conditions, when the testing labels
are defined with the baseline method for different bin segmentations.

TABLE XII
PERFORMANCE OF THE RANKERS USING ALTERNATIVE BIN

SEGMENTATION. THE TESTING CONDITION USES THE BASELINE LABELS,
EMPLYING THE SAME BIN SEGMENTATION APPROACH USED FOR

TRAINING (66% = 66% AGREEMENT, 80% = 80% AGREEMENT, 100% =
100% AGREEMENT, BASE = BASELINE).

Testing using Baseline Labels

3s 3s with overlap 2s

Training 0.1 0.2 0.1 0.2 0.1 0.2
condition Arousal [%]

66% 0.1 71.9 81.7 70.8 78.5 67.5 75.5
0.2 71.4 81.8 70.7 78.4 67.5 76.0

80% 0.1 71.4 82 70.0 77.4 66.7 74.4
0.2 70.3 80.6 69.6 77.0 66.0 74.5

100% 0.1 69.6 79.5 69.0 76.2 65.8 73.8
0.2 68.5 78 68.6 76.2 65.8 73.8

Base 0.1 69.6 78.2 70.1 77.6 65.9 74.1
0.2 67.5 75.6 70.3 77.8 64.2 73.3

Valence [%]

66% 0.1 59.1 60.2 57.3 58.3 57.5 58.9
0.2 58 59.3 56.9 57.8 57.1 58.3

80% 0.1 58 59.4 56.3 57.2 57.1 58.4
0.2 57.5 58.7 55.6 56.3 56.5 57.7

100% 0.1 57.3 58.6 56.2 57.1 56.3 57.4
0.2 55.8 56.3 55.2 55.8 55.7 56.5

Base 0.1 59 60.9 57.7 58.7 58.0 59.5
0.2 57.9 59.2 57.3 58.4 57.6 59.0

Power [%]

66% 0.1 61.2 66.3 59.9 62.4 57.9 59.6
0.2 59.7 64.2 59.4 61.5 57.7 59.2

80% 0.1 58 59.4 59.3 61.4 58.6 60.5
0.2 57.5 58.7 59.0 61.0 58.3 60.1

100% 0.1 57.3 58.6 60.3 62.9 58.8 61.0
0.2 55.8 56.3 60.0 62.6 58.4 60.5

Base 0.1 59 60.9 59.4 62.1 57.7 59.4
0.2 57.9 61.9 59.4 61.8 57.8 59.2

Expectation [%]

66% 0.1 56.7 57.6 56.3 56.4 56.0 56.1
0.2 56.2 57.0 55.9 56 56 56.1

80% 0.1 56.2 56.9 56.2 56.3 55.7 55.8
0.2 55.1 56.3 56.3 56.3 55.7 55.8

100% 0.1 56 56.8 57.1 57.2 55.4 55.4
0.2 55.5 56.2 57.1 57.2 55.4 55.4

Base 0.1 55.4 56.3 56.0 56.1 55.6 55.7
0.2 54.8 55.6 56.0 56.1 55.7 55.7

This study has demonstrated ways of learning from in-
formation that we have good grounds to call reliable. It
considers a hybrid approach, which makes assumptions about
the meaningfulness of averaging, but then treats the results as
ordinal; and a thoroughgoingly non-parametric version, based
on the QA framework. Both achieve respectable levels of
performance, but it is satisfying that the approach with deeper
theoretical roots also allows better performance.

A clear practical attraction of the approach, in either version,
is that it can exploit methods of data collection that are already
established (hence the SEMAINE database could be used),
and that are not unrealistic in terms of the time and effort
required. If a FEELTRACE-type record is used to construct an
individual matrix, the process requires bn seconds of a rater’s
time, where b is the duration of a bin and n is the number
of bins. Constructing it by direct comparison takes bn(n � 1)
seconds of the rater’s time for viewing alone. Expecting large
databases to be created in that way would be another kind of
unrealism.

More subtly, the QA approach provides a way of taking
into account the particular relationship between signals and
an attribute. Where signals are conventionalized, one would
expect a sharp distinction between cases where there is infor-
mation for a discrimination and cases where there is not. In
that kind of case, lowering the threshold for consensus could
only introduce noise.

We do not claim that the QA approach is ideal. However,
it is well-motivated theoretically, and we have shown that it
can be implemented. The result provides a way of picking
out information that people can deliver. That clearly raises the
question of how to exploit that information.

There are several avenues for exploration. Two contrasting
alternatives illustrate the range.

The more conservative is to use evidence of change to
construct traces that reflect consensus. Cowie and McKeown
[16] describe a simple way of doing that. A basic ‘consensus
trace’ can be constructed by giving each bin a height equal
to the number of bins which, by consensus, are lower than
it. The resulting contour can then be scaled to the mean and
standard deviation of the raw data (which are considerably
more reliable than patterns within the traces [16]).

The more radical takes up arguments that have been made
for other reasons [26], to the effect that information about
emotion is very unevenly distributed across time and modality.
If so, it makes sense to explore a strategy of moving from
evidence, as and when it is offered, to an appropriate response.
That might either replace or complement efforts to form an
integrated description of the person’s state. There are some
kinds of action that it clearly might be appropriate to take in
response to evidence of a shift in emotional tone. Appraisal
theory suggests an obvious one: try to establish what might
have triggered it. Another is to invite clarification, verbally or
by a gesture (e.g. raising an eyebrow). Developing systems that
use that kind of strategy effectively is a long term challenge,
with rich potential for interactions between psychology and
affective computing.

Several more immediate directions invite systematic devel-
opment. The evaluation included rankers trained with only
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acoustic features. Our future work includes evaluations with
visual and audiovisual features. We are also planning to
evaluate the approach with other similar databases such as
the RECOLA corpus [59]. A step further is to consider real
applications. Instead of using conventional machine learning
methods to recognize emotions, rankers of the kind that
we have described may be more successful in rank-ordering
expressive behaviors.

Behind all that is a point whose importance is hard to
overemphasize. Human impressions of emotion are the root
source of information on which affective computing rests.
As a result, it is constrained by their structure. Relying on
preconceptions about that structure – explicit, or implicit in
the computational methods that are used – is not a satisfying
strategy. It is also not necessary. Bringing psychology and
computing together provides both motives and means to probe
that particular aspect of human experience in a depth that
has not been undertaken before. The work described here
demonstrates that that is a real possibility.
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