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Abstract
To have believable head movements for conversational agents
(CAs), the natural coupling between speech and head move-
ments needs to be preserved, even when the CA uses synthetic
speech. To incorporate the relation between speech head move-
ments, studies have learned these couplings from real record-
ings, where speech is used to derive head movements. How-
ever, relying on recorded speech for every sentence that a vir-
tual agent utters constrains the versatility and scalability of
the interface, so most practical solutions for CAs use text to
speech. While we can generate head motion using rule-based
models, the head movements may become repetitive, spanning
only a limited range of behaviors. This paper proposes strate-
gies to leverage speech-driven models for head motion genera-
tion for cases relying on synthetic speech. The straightforward
approach is to drive the speech-based models using synthetic
speech, which creates mismatch between the test and train con-
ditions. Instead, we propose to create a parallel corpus of syn-
thetic speech aligned with natural recordings for which we have
motion capture recordings. We use this parallel corpus to ei-
ther retrain or adapt the speech-based models with synthetic
speech. Objective and subjective metrics show significant im-
provements of the proposed approaches over the case with mis-
matched condition.
Index Terms: Speech driven animation, head movements, text
to speech synthesis

1. Introduction
Head motion and speech are two important communicative
channels that are tightly coupled to convey the intended mes-
sage [1, 2]. Head movements change from one person to an-
other, according to their mood, personality, and intended mes-
sage. The resulting head movement is temporally synchronized
with the prosodic and syntactic structure of the speech [3]. This
synchrony is not only crucial for natural perception, but also to
accomplish other communicative tasks such as increasing the
intelligibility of the message [4]. Therefore, it is important to
carefully model the relationship between speech and head mo-
tion to create believable conversational agents (CAs).

To create head movements for CAs, studies have used rule
based systems [5, 6] or data driven systems [2, 7]. Rule based
methods define several rules for generating head movements
based on the content of the message. They choose head move-
ments from a set of hand crafted head movements defined in
their system. Data driven approaches usually learn the distribu-
tion of the head movements from natural recordings, synthesiz-
ing behaviors by sampling from this distribution. Data driven
models have the advantage of generating non repetitive behav-
iors, spanning the range of movements observed during human
interactions, which is difficult to achieve with rule based sys-
tems [8].
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Data driven frameworks usually rely on speech prosody
to derive head motion for CAs, due to the close relationship
between prosodic features and head movements [2, 9]. This
speech-driven approach requires natural speech. The range of
applications for CAs is growing, so it is not always feasible to
have access to natural recorded audio. Instead, these systems
use text-to-speech (TTS), which provides a flexible and scalable
solution. While the use of synthetic speech is not a problem for
rule-based systems, as the rules depend on the semantic and
syntactic content in the message, it poses a major challenge for
speech driven models. This paper proposes strategies to lever-
age existing speech-driven models for head motion generation
for cases relying on synthetic speech.

For speech driven frameworks, the straightforward solu-
tion to generate head motion driven by synthetic speech is to
use the model trained with natural speech recordings and test it
with synthetic speech. However, this approach does not address
the differences between synthetic and natural speech, creating
a mismatch that may result in adverse effects on the generated
head motion. To mitigate this problem, this paper proposes a
novel approach for training speech driven models. We gener-
ate a parallel corpus where we synthesize the transcription of
natural speech, for which we have motion capture recordings.
The synthetic speech is then time-aligned so that it is synchro-
nized with the original recordings, and, therefore, with the head
motion sequences in the database. Using this parallel corpus,
we retrain or adapt the speech-driven models using the aligned
synthetic speech. We assess the results using objective and sub-
jective metrics, demonstrating the benefits of the proposed com-
pensation approaches.

2. Related Work
Several studies have reported the high correlation between
speech prosody and head movements [1,4,10,11]. At the utter-
ance level, Munhall et al. [4] reported a correlation of ρ = 0.63
between head motion and fundamental frequency (F0), and
ρ = 0.324 between head motion and RMS energy. Busso et
al. [11] reported an average of ρ = 0.7 canonical correlation
between head motion and speech prosodic features (F0, energy
and their first and second order derivatives), at the utterance
level. Kuratate et al. [10] reported similar results, showing a
correlation of ρ = 0.83 between head movements and F0. Graf
et al. [3] showed that there is a high co-occurrence between
the prosodic events and major head movements. The high cor-
relation of speech and head movements leads to enhancement
in speech intelligibility [4], as head motion signals syntactic
boundaries and stress. To have more believable CAs, the re-
lation between head motion and speech has to be carefully con-
sidered.

An interesting approach to preserve the relation between
speech and head motion is to use speech-driven models to gen-
erate head motions. Busso et al. [2] used vector quantization
(VQ) to quantize the space of head movements, and used hid-
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den Markov models (HMMs) to model the relationship between
speech prosody and head motion during different emotional
states. Sargin et al. [12] used parallel HMMs (PHMMs) to au-
tomatically segment and cluster the joint representation of head
movement and speech prosody. Levine et al. [13] used hidden
conditional random fields (HCRF) to learn the temporal rela-
tionship between kinematic features of head movements and
speech features. Chiu et al. [14] used hierarchical restricted
Boltzmann machines (HCRBMs) to learn the next position of
head in time using the previous two positions and the speech
prosody features. Le et al. [15] proposed to learn a joint model
of speech prosody and each of the head motion kinematic fea-
tures, separately. Assuming that these distributions are inde-
pendent, they solve a non constrained optimization problem to
get the maximum posterior probability at each time frame given
the previous two head positions and current speech prosodic
features. Mariooryad and Busso [9] designed several dynamic
Bayesian networks (DBNs) to jointly model head and eyebrow
movements with speech prosody features.

When a CA uses synthetic speech, however, almost all
the proposed methods correspond to rule-based systems, where
modeling the local relationship between speech and head mo-
tion is non trivial. To the best of our knowledge, there is only
one previous study, where they used speech driven models to
generate head movements from synthetic speech. Welbergen et
al. [16] used the model proposed by Le et al. [15] and trained
the model on 7.4 minutes of the IEMOCAP corpus using natural
speech. For synthesis, they derived the models using synthetic
speech, and used subjective evaluations to evaluate the gener-
ated head movements. However, this approach creates a mis-
match between training (natural speech) and testing (synthetic
speech) conditions. Our study proposes a novel framework to
leverage speech-driven models using synthetic speech, which
effectively reduces the training-testing mismatch.

3. Motivation and Resources
3.1. Overview
This study proposes novel approaches to use speech-driven
models for head motion generation with synthetic speech. We
start with the DBNs proposed by Mariooryad and Busso [9]
(Sec. 3.3). The baseline setting (C1) corresponds to the ap-
proach proposed by Welbergen et al. [16], where we use the
DBNs trained with natural speech which are then tested with
synthetic speech. To mitigate this training-testing mismatch
in condition C1, we proposed two approaches that require a
parallel corpus with synthetic speech locally aligned to natural
speech for which we have motion capture data (Sec 4.1). The
first approach (C2) consists of training the models from scratch
using the time-aligned synthetic signal. We avoid mismatch by
training and testing the models with synthetic speech (Sec. 4.2).
The second approach (C3) consists of building the models with
original, natural speech, which are then adapted to the synthetic
speech, reducing the mismatch (Sec. 4.3).

3.2. IEMOCAP Corpus
This study uses the interactive emotional dyadic motion capture
(IEMOCAP) corpus [17], which is a motion capture database
recorded from five dyadic interactions between an actor and an
actress. The corpus includes audio, video and motion capture
data from 10 actors. The dyadic interaction consists of script
based and improvisation scenarios, which are designed to in-
duce a variety of emotions. The motion capture data comprises
the facial markers, head, and hand markers. The study in Busso
et al. [17] describes the details of the corpus.
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Figure 1: The dynamic Bayesian representation of the model.

This study considers 270.16 minutes of data, where we ex-
clude segments with overlapped speech. From the markers, we
consider the three rotation angles describing head poses at 120
fps. From speech, we consider the fundamental frequency (F0),
intensity, and their first and second order derivatives, following
our previous work [2,9,18,19]. We extract F0 and intensity, us-
ing Praat over window size of 40ms with 23.3ms overlap (e.g.,
60 fps). We increase the sample rate for the acoustic features
to 120fps using interpolation. Finally, we normalize the acous-
tic features using a mean shift normalization per subject, where
we normalize the variance by using the global variance derived
from the whole data.

3.3. Speech-Driven Animation with DBNs (C1)
This study builds upon the jDBN-3 model proposed by Mari-
ooryad and Busso [9], which is illustrated in Figure 1. This is a
generative model, where the continuous node Speech represents
speech prosodic features, the continuous node HeadPose repre-
sents three head angles, and the discrete node Hh&s represents
the joint configuration state between prosodic features and head
movements. The continuous variables Speech and HeadPose
are modeled with Gaussian distributions, where they have full
covariance matrices, but are assumed to be independent of each
other. This model is trained by alternating between inferring
the probability of hidden states using the forward and backward
algorithm, and then updating the parameters of the models to
maximize the expected likelihood of the observations. All the
variables are available during training. However, during test-
ing the HeadPose variable is considered as missing, and it is
estimated by entering the prosodic features as evidence.

Training of this model uses the expectation maximization
(EM) algorithm, and, therefore, it finds a local optimum. Due
to the sensitivity of the EM to initialization, we initialize the
states in the model using the Linde-Buzo-Gray vector quantiza-
tion (LBG-VQ) [20]. This approach helps learning the parame-
ters of the model, such that they represent the data better. There-
fore, the resulting model tends to generate movements that have
higher range of variations.

4. Proposed Framework
4.1. Parallel Corpus with Timely Aligned Synthetic Speech

The goal of the parallel corpus is to retrain or adapt the speech-
driven models with synthetic speech. For this purpose, we need
synthetic speech that not only has the same lexical content of
the original speech in the IEMOCAP database, but also it is
time-aligned at the word level. We rely on the same framework
used by Lotfian and Busso [21], where the parallel corpus was
used as neutral reference models to contrast expressive speech.

The approach starts by creating synthetic speech using the
transcriptions of the IEMOCAP sentences. We use Open Mary
which is an open source text-to-speech (TTS) toolkit.We use
a male voice and a female voice. Then, we align the synthe-
sized signal matching the word timing of the original signal.
We implement this step with Praat, which warps the timing of
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the speech signal, while maintaining the fundamental frequency
level of the voiced phonemes, using the pitch synchronous over-
lap add (PSOLA) technique [22]. The final step is to replace
segments in the synthetic speech that have zeros. These are si-
lence segments, which are problematic when learning our mod-
els. We fill these segments with silence recordings collected
under similar conditions.

We extract F0, and intensity from the parallel corpus as
well. We also perform a mean shift normalization per voice,
where the standard deviation is set to match the standard devia-
tion of neutral sentences of the IEMOCAP corpus.

4.2. Retraining the Models with the Parallel Corpus (C2)

Since the synthetic signal conveys the same lexical information
as the original speech, and their word content are time- aligned,
the synthetic signal is also time-aligned with the motion cap-
ture data. This parallel corpus allows us to retrain our models
from scratch using synthetic speech. By training and testing the
jDBN3 models with synthetic speech, we avoid the mismatch
observed in condition C1, which is our baseline (Sec 3.1). This
approach is referred to as C2.

A potential problem for the C2 model is that the correlation
between the synthetic speech and the original head motion se-
quences may not be strong enough for our models to learn. The
synthetic speech used in this work is emotionally neutral, con-
veying limited range of variability. Therefore, our DBNs may
not fully capture the dependencies between prosodic features
and head movements. The second approach proposed in this
paper addresses this problem.

4.3. Adapting the Models with the parallel corpus (C3)

Instead of building the jDBN3 from scratch, the second ap-
proach adapts the models trained with natural speech. First,
we train the jDBN3 models using natural speech, capturing the
complex relationship between head motion and speech. Then,
we use the parallel corpus to adapt the models, reducing the
mismatch between train and test conditions.

We adapt the model originally trained with natural record-
ings with maximum a posteriori (MAP) adaptation using the
parallel corpus. The only modality that is different is speech, so
the adaptation updates only speech related parameters, which
are the mean and covariance matrices of the Gaussian distri-
butions for the Speech mode. We use Normal-Wishart prior,
since it is the conjugate prior when the likelihood is a Gaussian
distribution [23, 24]. Equations 1 and 2 provide the mean and
covariance matrices updates, where μi is the mean of the ith

state, x̄i is the expectation of the mean for state i using the new
observations, n is the weight of new observations for state i,
np is the weight associated with prior, μpi is the prior mean of
state i, and Σpi is the prior covariance matrix of state i. Note
that we consider the same weights across different states. Since
we create the parallel corpus for the entire audio recordings, we
consider np

np+n
as 0.5. We consider two separate cases, where

we adapt only the mean (C3-1), and when we adapt the mean
and the covariance matrix (C3-2). We use 80% of the data for
training the model, and 20% for finding optimal number of iter-
ations, which is set to four for C3-1, and two for C3-2.

μi =
npμpi + nx̄i

np + n
(1)

Σi =
np(Σpi + (μpi − μi)(μpi − μi)

t) + n(xi − x̄i)(xi − x̄i)t

np + n
(2)
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Figure 2: Optimizing the number of states and the number of
iterations.

5. Experimental Evaluation
This section describes the implementation of the approach (Sec.
5.1) and the experimental evaluation, which includes objective
metrics (Sec. 5.2) and subjective metrics (Sec. 5.3).

5.1. Optimization of the Parameters

An important problem is to set the parameters of the models,
which are the number of states of the discrete node Hh&s (Fig.
1), and the number of iterations. We use several metrics to opti-
mize the synthesized head movements generated by the model.
First, we estimate canonical correlation analysis (CCA) be-
tween the original and the synthesized head movements. CCA
finds affine transformations for two multivariate sets of tempo-
ral data, projecting them into a common space where the corre-
lation of their projections are maximized. We measure CCA at
the utterance level (i.e., a set of transformations per sentence),
and at the global level (i.e., a single set of transformations across
the entire recordings). We estimate the global level CCA by
concatenating all the utterances. While estimating CCA over
longer sequences reduces the correlation, this global metric in-
dicates whether the model preserves inter-utterance variations.
We also use the Kullback-Leibler divergence (KLD), between
p and q, which are the distributions of head movements for the
original and synthesized sequences, respectively. This metrics
measures the lost information resulting from using the synthe-
sized movements instead of the original head movements.

We use 80% of the data for training the model, and 20%
for finding the optimal parameters. Figure 2 shows the result
for KLD, local CCA, and global CCA when we train the mod-
els with original speech and head motion data. For each state,
the figure shows the performance for six iterations (see high-
lighted blocks). The analysis reveals that 18 states with 4 iter-
ations yields low KLD value and high CCA values. We select
this configuration for the models C1 and C3 (the model that is
adapted with the parallel corpus). For C2, we reevaluate this
analysis by training the model with synthetic speech, selecting
16 states and 4 iterations.

5.2. Objective Evaluations
We first evaluate the quality of the generated head motion
sequences using objective metrics using a five-fold cross-
validation framework. As a reference, the turn-based CCA be-
tween original head motion and prosodic features is ρ =0.77,
which demonstrates the coupling between prosodic features and
head motion. Table 1 gives the results, where CCAs&h is the
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Table 1: Objective assessment using CCA and KLD (*: sig-
nificant difference with the corresponding metric for C1, where
p < 0.05, †: significant difference with the corresponding met-
ric for C1, where p < 0.01 – two tailed t-test).

turn based global

CCAs&h CCAh CCAs&h CCAh KLD

M1 0.8615 0.7478 0.3286 0.0756 8.4617

C1 0.8103 0.7452 0.2473 0.0787 8.3530

C2 0.7901† 0.6997† 0.3294 0.0412 4.7579

C3-1 0.8399† 0.7514 0.2891 0.0697 8.6299
C3-2 0.8189* 0.7478 0.2475 0.0633 9.3203

Figure 3: Interface used in subjective evaluation of the synthe-
sized head movements.

CCA between the synthesized head motion sequence and the
prosodic features used as input (synthetic or natural), and CCAh

is the CCA between the original and synthesized head motion
sequences. We report the CCA at the turn level, and at the global
level after concatenating all the sentences. The table also reports
the KLD between the synthesized and original head movements.

The first row provides the reference case M1, where the
model is trained and tested with natural recordings. The result
shows a high local CCAs&h and CCAh, showing that the model
was successful in capturing audiovisual coupling. The KLD be-
tween the original and synthesized head movements is 8.4617,
which is explained by the dependency of head motion on other
factors such as personality [25], and speech content [26]. For
C1, there is a drop in performance compared with M1, due to
the mismatch introduced by training the models with natural
speech, but testing them with synthetic speech. For C3, there
is an improvement for local and global CCAs&h, when adapt-
ing the parameters using the synthesized speech (C3-1, C3-2),
especially when we only adapt the mean (C3-1). For C2, we
observe that the KLD decreases compared to C1.

5.3. Subjective Evaluations
We also evaluate the proposed models using perceptual eval-
uations. We use Smartbody [27] to visualize the synthesized
head movements. Smartbody is an animation rendering tool,
which can decode Biovision Hierarchy (BVH) files. It can also
create lip movements when we provide the phonetic alignment.
To limit the number of videos to be evaluated, we consider 20
videos for each of the models achieving the best performance
according to the objective evaluation: C1, C2, and C3-1. For
each video, we evaluate two consecutive speaking turns of the
CA to make the video longer and to incorporate context. When
the CA is listening, the states of the models are set to idle, so

0 0.5 1 1.5 2 2.5 3
Rating

C3-1

C2

C1

2.84

2.65

2.37

Figure 4: Average naturalness ratings given by the evaluators.

we do not incorporate backchannels. During those segments,
we include the original speech of the interlocutor to make the
dialog clear. For the perceptual evaluations, we show the evalu-
ators three videos of the same segment, generated with C1, C2,
and C3-1.

We used Amazon mechanical turk (AMT) for performing
the perceptual evaluations. We ask them to rate the videos us-
ing a 5 Likert-type scale where 1 means low naturalness and 5
means high naturalness. Figure 3 shows the interface for the
evaluation. We only ask each evaluator to complete the evalua-
tion of 10 out of the 20 segments to reduce fatigue (10 segments
× 3 videos = 30 videos). We randomized the order and place-
ment of the videos. We only show the questions after the three
videos are thoroughly played, so the evaluators have to watch
the videos before answering the questions. Furthermore, we
only invite evaluators who have provided reliable rankings in
our previous studies on AMT. We recruited 30 evaluators, so
each video is independently annotated by 15 raters.

Figure 4 gives the average scores assigned to the C1, C2,
and C3-1 models. The perceptual scores indicates that retrain-
ing (C2) or adapting (C3-1) the models with the parallel corpus
of synthetic speech effectively increases the naturalness per-
ception of the videos, compared to the baseline model (C1).
We evaluate the distribution of the rankings assigned to the
three groups, concluding that their distributions are not Gaus-
sian. Therefore, we use the Kruskal-Wallis test, which is a non-
parametric test to assess whether the differences between the
medians of two or more distributions are similar (null hypothe-
sis) or different. The Kruskal-Wallis test shows that these three
groups are statistically different (p < 1.2e−6). Pairwise com-
parisons using Tukey’s procedure reveals that C1 and C3-1 are
statistically different (p < 7.4e−7) and C1 and C2 are statisti-
cally different (p < 3.5e−3). The test does not reveal statistical
differences between C2 and C3-1. Reducing the mismatch be-
tween test and train conditions by using the proposed parallel
corpus that retrains or adapts the models produces more natural
head movements.

6. Conclusions
This paper proposed a novel approach to generalize a speech-
driven model for head motion generation using synthetic
speech. The approach starts by creating a corpus of synthetic
speech with time-aligned signals conveying the same lexical
content as the natural recordings. This parallel corpus is used
to retrain or adapt the model to the synthetic speech (C2, and
C3). This approach reduces the mismatch that is present when
synthetic speech is directly used to drive the models originally
trained with natural speech (the approach that serves as our
baseline model, C1). Both objective and subjective evaluations
demonstrate the benefits of using the proposed approaches, re-
sulting in more natural head motion sequences.

Our future work includes adding emotional behaviors into
our models. We are also considering including other facial ges-
tures (e.g., eyebrow motion) and hand gestures. We are also
working on constraining the generated behaviors on the under-
lying discourse function of the message. This will allow us to
generate data-driven behaviors with meanings.
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[13] S. Levine, P. Krähenbühl, S. Thrun, and V. Koltun, “Ges-
ture controllers,” ACM Transactions on Graphics, vol. 29,
no. 4, pp. 124:1–124:11, July 2010.

[14] C.-C. Chiu and S. Marsella, “How to train your avatar:
A data driven approach to gesture generation,” in In-
telligent Virtual Agents, ser. Lecture Notes in Computer
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