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A Real-Time Protocol for the Internet Based
on the Least Mean Square Algorithm

Nestor Becerra Yoma, Member, IEEE, Juan Hood, and Carlos Busso

Abstract—Generally, real-time applications based on User
Datagram Protocol (UDP) protocol generate large volumes of data
and are not sensitive to network congestion. In contrast, Transmis-
sion Control Protocol (TCP) traffic is considered “well-behaved”
because it prevents the network from congestion by means of
closed-loop control of packet-loss and round-trip-time. The inte-
gration of both sorts of traffic is a complex problem, and depends
on solutions such as admission control that have not been deployed
in the Internet yet. Moreover, the problem of quality-of-service
(QoS) and resource allocation is extremely relevant from the point
of view of convergence of streaming media and data transmission
on the Internet. In this paper an adaptive real-time protocol
based on the Least Mean Square (LMS) algorithm is proposed to
estimate the application UDP bandwidth in order to reduce the
quadratic error between the packet loss and a target. Moreover,
the LMS algorithm is also applied to make sure that the reduction
in the average bandwidth allocated to each TCP process will
not be higher than a given percentage of the average bandwidth
allocated before the beginning of the UDP application.

Index Terms—Internet, real-time applications, QoS, TCP, UDP.

I. INTRODUCTION

REAL-TIME applications usually require constant bit
rates, low delay and jitter, and are implemented with

the User Datagram Protocol (UDP) protocol, which in turn
provides open-loop congestion control to adapt the transmis-
sion rate. As a consequence, these applications can be very
aggressive in terms of the use of network resources in oppo-
sition to Transmission Control Protocol (TCP) traffic, which
is considered “well-behaved” because it prevents the network
from overload by means of closed-loop control of packet-loss
and round-trip-time. In addition, although the IPv4 suite of
protocols do not provide quality-of-service (QoS), priority
to UDP packets could cause even higher degradation to TCP
traffic [10]. To address this problem, several real-time protocols
have been proposed to make UDP applications behave like TCP
traffic to keep the network stable. These TCP-friendly protocols
can be classified in window-based or rate-based schemes [20].
The protocols implemented with the window-based algorithms
[2]–[4], [8], [9], [18], [19], [22] use a congestion window at the
sender or at the receiver, as in TCP, whose size is increased in
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the absence of congestion indications and decreased when con-
gestion occurs. On the other hand, algorithms that employ the
rate-based approach adapt their transmission rate considering
some network feedback mechanisms that detect the congestion
level. The rate-based protocols can be subdivided into simple
additive increase, multiplicative decrease (AIMD) mechanisms
and model-based congestion control. The AIMD schemes
[7], [11]–[13] mimic the TCP congestion control, which in
turn results in a transmission rate that shows the typical short
term sawtooth behavior that is extremely discontinuous. As a
consequence, the AIMD mechanism is not very suitable for
continuous media streams. Model-based congestion control
[6], [15], [17], [23]–[25] uses a model for the TCP transmis-
sion rate and adapt the sending rate to the average long-term
throughput of TCP. This produces much smoother rate changes
that are better suited for the kind of traffic mentioned above.
Model-based congestion control schemes generally compute
the transmission rate with the estimation of packet-loss (PL)
and round-trip-time (RTT) using the same expressions derived
for the TCP protocols. For instance, the TCP throughput
bandwidth, which corresponds to the packet-rate offered by a
TCP application, can be approximated by [5]

(1)

However, the TCP estimation of the throughput bandwidth is de-
rived assuming specific congestion control schemes to reliably
transmit packets between hosts. As a consequence, this trans-
mission rate could be considered too conservative due to the fact
that real-time applications attempt to sustain a constant bit rate
with low delay and jitter, although tolerate PL.

As mentioned above, integrating UDP and TCP traffic
presents several problems because the former generally de-
mands high and constant bandwidth, while the latter adapts
the transmission rate according to the network conditions. One
possibility that has been investigated is to use admission control
for both sort of traffic. A large number of admission control
schemes have been proposed in the literature [10] but none of
these is currently being employed on the Internet.

This paper proposes a real-time protocol that uses more
bandwidth than the TCP-friendly protocols mentioned above,
but does not require any network admission control mechanism
to protect the TCP traffic from unacceptable degradation due
to the increase of the bandwidth required by UDP applications.
The protocol addressed here adapts the bandwidth allocated
to a real-time application with the Least Mean Square (LMS)
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Fig. 1. Two-router problem.

algorithm that aims at reducing the error between PL and
a desired response. This strategy also aims at providing an
estimation of the perceptive quality of the signal at the receiver,
because this quality is strongly related to PL and the transmission
rate. Moreover, the LMS technique is also applied to prevent
the UDP application from unacceptably degrading the TCP
processes by making sure that the average bandwidth allocated
to each TCP process will not be higher than a given percentage of
the average bandwidth allocated before the start of the real-time
process. Finally, instead of exponentially or linearly modifying
the packet-rate according to PL as done by TCP protocols
[14], [16], the mechanism presented in this paper uses a form
of the gradient algorithm to estimate the transmission rate.
The scheme proposed here has not been found in the literature
and offers an interesting strategy to overcome the limitation
of the Internet to allocate resources in both TCP and UDP
traffics and to optimize the QoS of real-time applications.

II. REAL-TIME PROTOCOL

The protocol was designed to address the problem of UDP
and TCP applications between two routers (Fig. 1). The two-
router topology, which has been used by several authors [6],
[11]–[13], is initially employed here just as a model to illus-
trate the proposed algorithm. It is worth mentioning that all the
experiments presented in this paper correspond to a real Internet
connection that includes several routers and sources of concur-
rent traffic. In Fig. 1, there are a finite number of TCP sources of
traffic when one or more UDP applications are introduced. The
problem is how to estimate the packet-rate of the UDP traffic
with the following constraints.

1) The protocol should provide a closed-loop mechanism to
protect TCP traffic from unacceptable degradation.

2) The UDP packet-rate should be higher than the one pro-
vided by TCP-friendly protocols, if allowed by the net-
work conditions.

3) Due to the fact that a real-time application attempts to
sustain a constant transmission speed, the adaptation
of the UDP packet-rate according to network condi-
tions should be smoother than the one provided by
TCP-friendly protocols.

4) No acknowledgment should be used because this mecha-
nism contributes to overload the network. Instead of that,
control packets will be employed because represent a sig-
nificant improvement on this issue. Each control packet
can carry statistics about several (e.g., 100) transmitted
data packets.

The proposed transmission protocol is shown in Fig. 2. The
algorithm attempts to estimate the application UDP bandwidth
in order to reduce the quadratic error between the packet loss
and the desired response that would be imposed by the coding
scheme. Moreover, the protocol discussed here keeps the
application from unacceptably degrading the TCP processes
by making sure that the average bandwidth allocated to each
TCP process will be higher than a given percentage of the
average bandwidth allocated before the beginning of the UDP
application.

A. LMS Algorithm and the Error on Packet-Loss

The main idea of this adaptation is to estimate , the
bandwidth in packets/second of the UDP real-time process, in
order to achieve a packet-loss target. The LMS algorithm [21]
uses the quadratic error at instant , , as an estimation of the
mean-square error (MSE):

(2)
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where Target_PL is the desired response of packet-loss. The par-
tial derivative of with respect to is given by

(3)

With this estimate of , the LMS steepest-
descent adaptive algorithm [21] is written as

(4)

where is a nonnegative integer that denotes
discrete sequences with ; is the time interval
between two consecutive estimations of ; is the
adaptation rate, a constant that regulates the step size of a
steepest-descent algorithm as the LMS employed here; and,

is estimated in the discrete domain with

(5)
However, denotes the variation of PL with

respect to when all the other parameters (network
resources and concurrent traffic) that affect PL are kept
constant. This is certainly not possible in a real applica-
tion and is in fact just an approximation of

. In order to reduce the effect of the concur-
rent traffic in the convergence of the algorithm, a lower and
upper threshold are imposed to . Actually,

should be greater or equal than 0 but, due to
the random behavior of the concurrent traffic, the observed

might be negative. Considering that
is expressed in terms of packets/second and is an integer,

needs to be higher than 0.5 to
observe an adaptation on . If the quadratic error on PL
is low, might be lower than 0.5.
In this sense, the lower threshold
could be estimated so the adaptation on is guaranteed
when the error on PL is higher or equal than a percentage
(e.g., 10%) of Target_PL:

(6)

Also due to the random behavior of the concurrent traffic,
the observed might be too high and the esti-
mation of according to (4) might present un-
bearable fluctuations. This can be avoided by setting a higher
bound to so

, which in turn leads to

(7)

Equation (4) estimates the UDP bandwidth in order to satisfy
the condition . Nevertheless, the applica-
tion packet rate will also depend on the restriction discussed in
the following section.

B. Controlling the Degradation of TCP Traffic

According to Fig. 2, at the beginning packets are sent at a low
rate in order to evaluate PL(0) and RTT(0), which correspond to
an approximated estimation of packet-loss and round-trip-time,
respectively, at time , when the UDP application asks to
start the transmission. Due to the fact that the packet-rate was low,
PL(0) and RTT(0) corresponds approximately to the estimation
of packet-loss and round-trip-time, respectively, without the
real-time process. Then , the average packet-rate of
TCP applications at time (see Fig. 2), is computed
with (1), which corresponds to the TCP flow throughput in
packets/second. Considering that the routers in Fig. 1 do not
distinguish one application from another, and so PL(0) and
RTT(0) are approximately the same for all the UDP and TCP
processes, is approximately the same in all the TCP
applications.

The protocol discussed here also keeps the application from
unacceptably degrading the TCP processes. It is worth men-
tioning that any coding scheme imposes a higher bound for PL,
MaxPL, beyond of what the perceptive quality of the video,
audio or speech signal is too low. When
the application stops the connection. If , the
protocol initially transmits at the application packet-rate target,

, and then adapts to minimize the quadratic
error between and Target_PL. However, will
also be adapted if

(8)

where is the percentage of bandwidth taken from TCP
processes at , is computed with (1), and

and are computed every seconds by
means of control packets sent by the receiver. This bandwidth
is not necessarily allocated only to the UDP application and
may also correspond to other TCP processes started at .
Consequently, if condition (8) is satisfied, is also
adapted employing the LMS algorithm as in Section II-A:

(9)

where is the adaptation rate, and is
estimated with as in (5). Notice that condi-
tion (8) is valid when the real-time application starts to transmit.
In order to update in (8), the protocol can be reinitial-
ized every 10 or 20 min to follow the dynamics of the concurrent
traffic.

The discussion in Section II-A about the concurrent traffic
and the estimation of the partial derivative is also applicable to
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Fig. 2. Real-time protocol.

the problem of adapting to satisfy (8). As a consequence,
the following thresholds are defined:

(10)

as in (6) and

(11)
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Fig. 3. Packet-loss measured by transmitting UDP packets at constant rate between the hosts at UCh and UNM. The PL is averaged within windows with lengths
equal to (a) 1 s; (b) 5 s; (c) 10 s; and (d) 15 s.

as in (7), if . Notice that
by definition.

According to (8) the minimum bandwidth allocated to each
TCP process would decrease geometrically with the number of
UDP applications in average. If real-time applications sequen-
tially starts to transmit, condition (8) applied to the UDP appli-
cation is given by

(12)

where is the observed average TCP transmission
rate estimated at the application with (1), and is
the average packet-rate of TCP applications when the first UDP
process asks to start the transmission. This behavior is between
a conservative TCP-friendly scheme and an open-loop UDP ap-
plication that uses as much bandwidth as necessary regardless of
the other processes competing for the same network resources.

A new TCP application, when one or more real-time processes
based on the algorithm proposed here are already transmitting,
will increase the network load and all the TCP applications will
reduce their average transmission rate. Similarly, the existing
UDP will reduce their transmission rate because the increase
in the network load will result in the increase of PL.

With the estimations according to (4) and (9),
is computed as follows. If condition (8) is not satisfied

(13)

Otherwise, is adapted with

(14)

C. Treating Exceptions

It is worth mentioning that if , there is no infor-
mation about the TCP transmission rate at , ,
and (9) cannot be employed to estimate . On the
other hand, and are
estimated if . In contrast, if ,

and are made
equal to and ,
respectively. Finally, a lower bound for ,

, is also introduced to take into consideration the
fact that speech/audio/video coding schemes provide the lowest
operating bit rate. Beyond this threshold, the coder cannot
operate so the protocol stops the connection.

D. Choosing the Parameters Employed by the Protocol

The time interval is very important for the convergence
of the algorithms described by (4) and (9). Fig. 3 shows PL av-
eraged within windows with four different lengths. Packet-loss
was measured by transmitting UDP packets at constant rate be-
tween the two hosts employed in this research as described in
Section III. According to Fig. 3, a 10 or 15 s window gives a
reasonably smooth representation of the dynamics of PL, so in
the experiments presented here was equal to 15 s.

The adaptation rates and in (4) and (9), respec-
tively, are intrinsic to adapting algorithms based on the gradient
method. The protocol behavior is analyzed with several adap-
tation rates in Figs. 4 and 5. Nevertheless, higher and lower
bounds are introduced according to (6), (7), (10), and (11) to
guarantee the convergence of the algorithms and avoid oscilla-
tions. Some versions of the LMS algorithm re-estimate the adap-
tation rate in order to accelerate the convergence and achieve a
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Fig. 4. UDP application bit rate, B (n), versus time with the adaptation rates A in (4) and A in (9) equal to (a) 0.1; (b) 0.5; (c) 1; and (d) 5. The
packet-loss target was made equal to 5%.

lower MSE. This technique was not applied here and is not con-
sidered essential to the proposal of this article, although it could
be addressed as a future work. The constant and in (6), (7),
(10), and (11), respectively, and in (8) were chosen just as ex-
amples and do not deserve further discussions in the context of
the contributions presented by this paper.

The protocol proposed in this paper attempts to return the
UDP application bit rate, , given a Target_PL em-
ployed in (4). However, a suitable Target_PL is a function of
the network resources and the concurrent traffic. For instance,
a low packet-loss target may not be possible in some cases, and
the protocol will reduce until reaching
and then finishing the connection. The authors believe that the
problem of optimizing Target_PL should be seen as equiva-
lent to finding the optimum pair (Target_PL, ) from
the application point of view. Every speech/audio and video
coding scheme provides a perceptual quality measure as a re-
sult of (Target_PL, ). Consequently, the estimation of
Target_PL strongly depends on the application and is also out
of the scope of this paper in order to preserve the generality
of the protocol proposed here. This is also valid for MaxPL,

and .

Fig. 5. MSE (in percentage) of the packet-loss target,
([Target PL� PL (n)] =Target PL ) � 100%, versus the adaptation
rate A .



180 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 6, NO. 1, FEBRUARY 2004

Fig. 6. UDP application bit rate, B (n), versus time with high concurrent traffic. The adaptation rates A in (4) and A in (9) were equal to 1. The
packet-loss target was made equal to 5%.

Fig. 7. UDP application bit rate, B (n), versus time with low concurrent traffic. The adaptation rates A in (4) and A in (9) were equal to 1. The
packet-loss target was made equal to 5%.

III. EXPERIMENTS

The protocol proposed here was tested in a real Internet
connection with a client process at the University of Chile
(UCh) in Santiago, sending UDP packets to a server process
at the University of New Mexico (UNM) in Albuquerque. The
packet-rate, , from client to server was adapted
with the protocol in Fig. 2, which in turn makes use of the
information provided by control packets sent back by the server
to the client. The following configuration was employed in
the experiments reported here: ; ;

packets s; packets s; in

(6) and (10) was equal to 0.1; in (7) and (11) was equal
to 0.5; the adaptation rate in (4) was made equal to
the adaptation rate in (9); and finally, s.
This setting is just an example of operating conditions and
does not affect the generality of the protocol proposed here.
Results are shown in Figs. 4–10.

As seen in Fig. 4, the protocol was able to adapt the UDP
application bit rate, , with several adaptation rates

in (4) and in (9). The fluctuations of
are certainly due to variations in the concurrent traffic. This
result suggests: first, the algorithm is able to converge although
the partial derivatives were roughly approximated with the
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Fig. 8. Experiment with one UDP process employing the real-time protocol proposed in this paper. From top to bottom: UDP application packet-rate (B )
versus time; PL versus time and the desired response Target PL = 5% according to (4); and, the throughput TCP bandwidth (B ), according to (1) versus
time and the threshold (1 � �) � B (0) as in (8).

Fig. 9. Experiment with two UDP process employing the real-time protocol proposed in this paper. Parameters in process andprocess are shown with (––––––)
and (– – – – – – ), respectively. From top to bottom: process and process packet-rates, B and B , respectively, versus time; packet-losses, PL and
PL , versus time and the desired response Target PL = 15% according to (4); and, throughput TCP bandwidths, B and B , versus time and the
thresholds (1� �) � B (0) as in (8) in process ( higher) and process ( lower).

ordinary derivatives; second, there is a reasonable wide range
of suboptimal values defined for the adaptation rates. It is worth
highlighting that the adequate use of thresholds, to impose
bounds on the estimation of partial derivatives, guarantees the
convergence of the algorithm.

According to Fig. 5, the MSE on packet-loss does not de-
crease when the adaptation rate is reduced, as should be

expected according to [21]. This should be a result of the random
behavior of the concurrent traffic, which in turn could not be
kept constant due to the nature of the experiment based on a
real Internet connection.

Fig. 6 shows a situation when the chosen Target_PL was too
low due to the intensity of the concurrent traffic. In this case, the
protocol reduced until reaching and the
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Fig. 10. Effect of starting one real-time application on a previously existing TCP process. From top to bottom: real-time UDP process packet-rate vs. time; the
throughput TCP bandwidth (B ) according to (1) vs. time and the threshold (1 � �) � B (0) as in (8); and, the real TCP transmission rate versus time
measured at the receiver, and the threshold equal to (1��) times the TCP packet rate when the UDP application start the transmission. The packet-loss target was
made equal to 5%.

connection was ended. The opposite situation is shown in Fig. 7
where the concurrent traffic was low compared to Target_PL
and the protocol kept almost constant and equal to
the packet-rate target packets s.

The evolution of and in a stable appli-
cation is shown in Fig. 8. As can be seen, oscillates
around Target_PL. In contrast, was always above

, (9) was not required, and was
adapted only with (4). As mentioned above, the variation
of must be due to fluctuations of the concurrent
applications. Notice that an ordinary TCP-friendly real-time
protocol would transmit, in the best case, at a packet-rate
similar to . It is worth highlighting that is
much higher than , although the degradation of the
concurrent TCP applications was controlled. The bandwidth
allocated to each TCP process would have been reduced in
a maximum of when compared with ,
which would correspond to the average bandwidth allocated to
each TCP processes at , when the UDP process starts to
transmit. This is certainly true in the two-router problem shown
in Fig. 1, where all the TCP applications observe approximately
the same and . However, in the experiments
reported here, a real Internet connection was employed with
a more complex environment than the one in Fig. 1. The
TCP applications at the end router (at UCh in this case) do
not measure the same PL and RTT because the packets have
different destinations. As a consequence, the UDP process does
not have an uniform effect on the TCP traffic: the reduction in
the allocated bandwidth to TCP processes would be the highest
and equal to , in the worst case, when the TCP and UDP
packets share the same path and destination; and the lowest

reduction in the allocated bandwidth to TCP applications would
correspond to the situation when the TCP and UDP packets
share only one end router.

According to Fig. 9, when two UDP applications compete
for the same network resources between UCh and UNM,
it is also noticeable that and may not
present the same trend. This is due to the facts that
and can be different as a result of the short estimation
interval that may provide low statistical significance, and that
the replacement of the partial derivative with the ordinary one
can be an inaccurate approximation in some cases. However,
despite these limitations, the algorithm clearly converges,
and and are kept around Target_PL while

and are adapted, which in turn confirms
the effectiveness of the close-loop mechanism in the protocol
proposed here.

The effect of starting one real-time application on a previously
existing TCP process is shown in Fig. 10. The transmission
of UDP and TCP packets takes place between the hosts in
UCh and UNM. As can be seen in Fig. 10, when the UDP
process (top) starts the transmission the real TCP transmission
rate measured at the receiver (bottom) is significantly reduced.
After that, the proposed protocol adapts the UDP packet-rate
in order to keep the estimated TCP transmission rate (middle),
computed with (1) and employed by the protocol in condition
(8), above . Note that the estimated and
the real TCP transmission rate are not necessarily the same
due to the approximations required by (1), to the computation
of PL and RTT, which in turn is very different in TCP and
in the real-time protocol presented here, and to the fact that
the real TCP packet-rate was observed in the receiver. When
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compared with the real TCP transmission rate (bottom), the
UDP packet-rate (top) is much smoother which satisfies one
of the constraints mentioned in Section II. Finally, as can
be seen in Fig. 10 (bottom), it is worth mentioning that the
computation of PL(0) and RTT(0) could be done within a time
interval longer than in order to have a more representative
estimation of . Nevertheless, the authors consider
that this modification is not relevant in the context of the
contributions presented here.

Note that the estimation of according to (4) and
(9) computes that reduces the error on PL and
satisfies the constraints (8). This is consistent with the nature of
speech/audio/video transmission in real-time, which is certainly
very sensitive to discontinuities in the allocated bandwidth and
should be preserved from abrupt transitions.

The full-duplex transmission problem involves two real-time
protocols transmitting in opposite directions. If both applica-
tions adapt independently, the hosts may end
up transmitting at different rates, since and
are not necessarily the same at both sides. This problem could
easily be overcome by setting the transmission rate as the lowest

estimated in both directions.

IV. CONCLUSIONS

A real-time protocol is proposed based on the assumption
that the UDP packet rate should be adapted to reduce the error
between packet-loss and the target, and to prevent the application
from using more bandwidth than a given percentage of the
bandwidth allocated to TCP processes. Both constraints are
implemented with the LMS algorithm and the method proved
to be effective in a real Internet connection. One of the main
limitations of the approach proposed here is the estimation of
the partial derivative, needed by the LMS algorithm, with the
ordinary derivative. Nevertheless, the proper use of thresholds,
to impose bounds on the estimation of partial derivatives,
guarantees the convergence of the algorithm. On the other
hand, the scheme can be seen as a compromise between the
conservative TCP-friendly protocols and the ordinary UDP
open-loop scheme, and has not been found in the specialized
literature. When compared with the Fast Least Squares (FLS)
algorithm, which is an efficient implementation of the Recursive
Least Squares (RLS) technique, the LMS algorithm requires five
times less computational load [1]. Nevertheless, the adaptive
algorithm computes the UDP transmission rate every that
is equal to 15 seconds in this paper, so the discussion on
computational complexity is not relevant. However, the RLS
family of algorithms can provide a faster convergence than
the classic LMS, and the applicability of those algorithms are
proposed as a future work.

The approach covered in this paper does not need an admis-
sion control mechanism, and can be considered an interesting
contribution to the problems of integrating TCP and UDP traffic,
and QoS allocation, due to its generality, effectiveness and sim-
plicity. Finally, a well-known technique in adaptive signal pro-
cessing is applied to communications network problem, which
in turn may start a new research field.
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